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How to deal with high-risk applications of AI?

As mentioned in the previous sessions, complex ML models can
reach high predictive performance at the expense of
interpretability.

This is a problem in regulated industries, as authorities aimed at
monitoring the risks arising from the application of Artificial
Intelligence (AI) methods may not validate them.

The AI Act introduces a risk-based approach to AI applications,
defining an AI risk taxonomy with four risk categories:
unacceptable risk, high risk, limited risk, and minimal risk.

The requirements established for high-risk applications include
those about sustainability, accuracy, fairness and explainability.

State of the art
There exists no such set of integrated metrics that can establish
not only whether but also how much the requirements are satisfied
over time.
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Recap on the Lorenz Zonoids

Inclusion Property

Computation

The Lorenz Zonoid-value of a generic variable · (such as the response variable,
or the predicted response variable) is calculated as

LZ(·) = 2Cov(·, r(·))
nE(·) , (10)

where r(·) are the rank-scores associated with the · variable and E(·) is its
expected value.
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Inclusion Property

Computation

The Lorenz Zonoid-value of a generic variable · (such as the response variable,
or the predicted response variable) is calculated as

LZ(·) = 2Cov(·, r(·))
nE(·) , (10)

where r(·) are the rank-scores associated with the · variable and E(·) is its
expected value.
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tests based on the comparison between the Lorenz Zonoids
of the predictions. The extension provides a model selection
criterion for (non-probabilistic) ML models, not available
at the moment. The criterion will lead to the choice of a
parsimonious model, more sustainable than a complex one.
The extension will also allow to compare the selected model
with a model that would be obtained when extreme data are
artificially injected into the underlying data.

The requirement of fairness requires that the results
of AI applications do not present biases among di�erent
population groups.

To measure the fairness of AI applications we propose
to derive the Lorenz Zonoids of the predictions obtained
separately for each population group, similarly to what done
for the requirement of sustainability.

The paper is organized as follows: the next section il-
lustrates the proposed methodology and, in particular, the
Lorenz Zonoid tool and and the proposed Lorenz Zonoid
comparison tests; Section 3 discusses the empirical findings
obtained applying our proposal to the available data; finally,
Section 4 contains some concluding remarks.

2. Methodology
Lorenz Zonoids were originally proposed by [13] as

a generalisation of the ROC curve in a multidimensional
setting. When referred to the one-dimensional case, the
Lorenz Zonoid coincides with the Gini coe�cient, a measure
typically used for representing the income inequality or the
wealth inequality within a nation or a social group (see,
e.g [6]). Both the Gini coe�cient and the Lorenz Zonoid
measure statistical dispersion in terms of the mutual vari-
ability among the observations, a metric that is more robust
to extreme data than the standard variability from the mean.

Given a variable Y and n observations, the Lorenz
Zonoid can be defined from the Lorenz and the dual Lorenz
curves (see [15]).

The Lorenz curve for a variable Y , denoted with L
Y

,
and displayed, from a graphical view point, as a red curve
in Figure 1 (a), is obtained by re-ordering the Y values in a
non-decreasing sense. It is built joining the set of points with
coordinates (i_n,≥i

j=1 yrj_(n Ñy)), for i = 1,… , n, where r

and Ñy indicate the (non-decreasing) ranks of Y and the Y

mean value, respectively. Similarly, the dual Lorenz curve
of Y , pointed out as L

®
Y

and represented by the blue curve
in Figure 1 (b), is obtained by re-ordering the Y values
in a non-increasing sense. Its coordinates are specified as
(i_n,≥i

j=1 ydj_(n Ñy)), for i = 1,… , n, where d indicates the
(non-increasing) ranks of Y . The area lying between the L

Y

and L
®
Y

curves is the Lorenz Zonoid.
The Lorenz Zonoid fulfills some attractive properties.

An important one is the “inclusion” of the Lorenz Zonoid of
any set of predicted values ÇY into the Lorenz Zonoid of the
observed response variable Y , graphically depicted in Figure
1 (b). The “inclusion property” allows to interpret the ratio
between the Lorenz Zonoid of a particular predictor set ÇY

and the Lorenz Zonoid of Y as the mutual variability of the
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Figure 1: [(a)] The Lorenz curve (L
Y
) and the dual Lorenz

curve (L
®
Y
); [(b)] The inclusion property LZ( ÇY ) œ LZ(Y )

response “explained” by the predictor variables that give rise
to ÇY , similarly to what occurs in the well known variance
decomposition that gives rise to the R

2 measure.
A second important property concerns the practical im-

plementation of the Lorenz Zonoid calculation. It can be
shown that the Lorenz Zonoid-value of a generic variable
� (such as the response variable, or the predicted response
variable) is calculated as

LZ(�) = 2Cov(�, r(�))
nE(�) , (1)

where r(�) are the rank-scores associated with the � variable
and E(�) is its expected value.

Equation (1) provides an easily implementable manner
to calculate a Lorenz Zonoid and, consequently, the share of
Lorenz Zonoid response explained by a model’s predictors.

The properties of the Lorenz Zonoids can be leveraged
to provide metrics to assess the SAFEty of AI applications,
as in the following.

Explainability. In [9], the Lorenz Zonoid approach has been
combined with the Shapley framework, to obtain a metric
of explainability that measures the additional contribution
of each explanatory variable to the Lorenz Zonoid of the
predictions.

Given K predictors, the Shapley-Lorenz contribution
associated with the additional variable X

k
is:

LZ
Xk ( ÇY ) =

…

X
®
”C(X)‰Xk

X® !(K * X®  * 1)!
K! �

[LZ( ÇY
X

®‰Xk

) * LZ( ÇY
X

® )],
(2)

where: C(X) ‰ X
k

is the set of all the possible model
configurations which can be obtained excluding variable
X

k
; X®  denotes the number of variables included in each

possible model; LZ( ÇY
X

®‰Xk

) and LZ( ÇY
X

® ) describe the
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tests based on the comparison between the Lorenz Zonoids
of the predictions. The extension provides a model selection
criterion for (non-probabilistic) ML models, not available
at the moment. The criterion will lead to the choice of a
parsimonious model, more sustainable than a complex one.
The extension will also allow to compare the selected model
with a model that would be obtained when extreme data are
artificially injected into the underlying data.

The requirement of fairness requires that the results
of AI applications do not present biases among di�erent
population groups.

To measure the fairness of AI applications we propose
to derive the Lorenz Zonoids of the predictions obtained
separately for each population group, similarly to what done
for the requirement of sustainability.

The paper is organized as follows: the next section il-
lustrates the proposed methodology and, in particular, the
Lorenz Zonoid tool and and the proposed Lorenz Zonoid
comparison tests; Section 3 discusses the empirical findings
obtained applying our proposal to the available data; finally,
Section 4 contains some concluding remarks.

2. Methodology
Lorenz Zonoids were originally proposed by [13] as

a generalisation of the ROC curve in a multidimensional
setting. When referred to the one-dimensional case, the
Lorenz Zonoid coincides with the Gini coe�cient, a measure
typically used for representing the income inequality or the
wealth inequality within a nation or a social group (see,
e.g [6]). Both the Gini coe�cient and the Lorenz Zonoid
measure statistical dispersion in terms of the mutual vari-
ability among the observations, a metric that is more robust
to extreme data than the standard variability from the mean.

Given a variable Y and n observations, the Lorenz
Zonoid can be defined from the Lorenz and the dual Lorenz
curves (see [15]).

The Lorenz curve for a variable Y , denoted with L
Y

,
and displayed, from a graphical view point, as a red curve
in Figure 1 (a), is obtained by re-ordering the Y values in a
non-decreasing sense. It is built joining the set of points with
coordinates (i_n,≥i

j=1 yrj_(n Ñy)), for i = 1,… , n, where r

and Ñy indicate the (non-decreasing) ranks of Y and the Y

mean value, respectively. Similarly, the dual Lorenz curve
of Y , pointed out as L

®
Y

and represented by the blue curve
in Figure 1 (b), is obtained by re-ordering the Y values
in a non-increasing sense. Its coordinates are specified as
(i_n,≥i

j=1 ydj_(n Ñy)), for i = 1,… , n, where d indicates the
(non-increasing) ranks of Y . The area lying between the L

Y

and L
®
Y

curves is the Lorenz Zonoid.
The Lorenz Zonoid fulfills some attractive properties.

An important one is the “inclusion” of the Lorenz Zonoid of
any set of predicted values ÇY into the Lorenz Zonoid of the
observed response variable Y , graphically depicted in Figure
1 (b). The “inclusion property” allows to interpret the ratio
between the Lorenz Zonoid of a particular predictor set ÇY

and the Lorenz Zonoid of Y as the mutual variability of the
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Figure 1: [(a)] The Lorenz curve (L
Y
) and the dual Lorenz

curve (L
®
Y
); [(b)] The inclusion property LZ( ÇY ) œ LZ(Y )

response “explained” by the predictor variables that give rise
to ÇY , similarly to what occurs in the well known variance
decomposition that gives rise to the R

2 measure.
A second important property concerns the practical im-

plementation of the Lorenz Zonoid calculation. It can be
shown that the Lorenz Zonoid-value of a generic variable
� (such as the response variable, or the predicted response
variable) is calculated as

LZ(�) = 2Cov(�, r(�))
nE(�) , (1)

where r(�) are the rank-scores associated with the � variable
and E(�) is its expected value.

Equation (1) provides an easily implementable manner
to calculate a Lorenz Zonoid and, consequently, the share of
Lorenz Zonoid response explained by a model’s predictors.

The properties of the Lorenz Zonoids can be leveraged
to provide metrics to assess the SAFEty of AI applications,
as in the following.

Explainability. In [9], the Lorenz Zonoid approach has been
combined with the Shapley framework, to obtain a metric
of explainability that measures the additional contribution
of each explanatory variable to the Lorenz Zonoid of the
predictions.

Given K predictors, the Shapley-Lorenz contribution
associated with the additional variable X

k
is:

LZ
Xk ( ÇY ) =

…

X
®
”C(X)‰Xk

X® !(K * X®  * 1)!
K! �

[LZ( ÇY
X

®‰Xk

) * LZ( ÇY
X

® )],
(2)

where: C(X) ‰ X
k

is the set of all the possible model
configurations which can be obtained excluding variable
X

k
; X®  denotes the number of variables included in each

possible model; LZ( ÇY
X

®‰Xk

) and LZ( ÇY
X

® ) describe the
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tests based on the comparison between the Lorenz Zonoids
of the predictions. The extension provides a model selection
criterion for (non-probabilistic) ML models, not available
at the moment. The criterion will lead to the choice of a
parsimonious model, more sustainable than a complex one.
The extension will also allow to compare the selected model
with a model that would be obtained when extreme data are
artificially injected into the underlying data.

The requirement of fairness requires that the results
of AI applications do not present biases among di�erent
population groups.

To measure the fairness of AI applications we propose
to derive the Lorenz Zonoids of the predictions obtained
separately for each population group, similarly to what done
for the requirement of sustainability.

The paper is organized as follows: the next section il-
lustrates the proposed methodology and, in particular, the
Lorenz Zonoid tool and and the proposed Lorenz Zonoid
comparison tests; Section 3 discusses the empirical findings
obtained applying our proposal to the available data; finally,
Section 4 contains some concluding remarks.

2. Methodology
Lorenz Zonoids were originally proposed by [13] as

a generalisation of the ROC curve in a multidimensional
setting. When referred to the one-dimensional case, the
Lorenz Zonoid coincides with the Gini coe�cient, a measure
typically used for representing the income inequality or the
wealth inequality within a nation or a social group (see,
e.g [6]). Both the Gini coe�cient and the Lorenz Zonoid
measure statistical dispersion in terms of the mutual vari-
ability among the observations, a metric that is more robust
to extreme data than the standard variability from the mean.

Given a variable Y and n observations, the Lorenz
Zonoid can be defined from the Lorenz and the dual Lorenz
curves (see [15]).

The Lorenz curve for a variable Y , denoted with L
Y

,
and displayed, from a graphical view point, as a red curve
in Figure 1 (a), is obtained by re-ordering the Y values in a
non-decreasing sense. It is built joining the set of points with
coordinates (i_n,≥i

j=1 yrj_(n Ñy)), for i = 1,… , n, where r

and Ñy indicate the (non-decreasing) ranks of Y and the Y

mean value, respectively. Similarly, the dual Lorenz curve
of Y , pointed out as L

®
Y

and represented by the blue curve
in Figure 1 (b), is obtained by re-ordering the Y values
in a non-increasing sense. Its coordinates are specified as
(i_n,≥i

j=1 ydj_(n Ñy)), for i = 1,… , n, where d indicates the
(non-increasing) ranks of Y . The area lying between the L

Y

and L
®
Y

curves is the Lorenz Zonoid.
The Lorenz Zonoid fulfills some attractive properties.

An important one is the “inclusion” of the Lorenz Zonoid of
any set of predicted values ÇY into the Lorenz Zonoid of the
observed response variable Y , graphically depicted in Figure
1 (b). The “inclusion property” allows to interpret the ratio
between the Lorenz Zonoid of a particular predictor set ÇY

and the Lorenz Zonoid of Y as the mutual variability of the
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Figure 1: [(a)] The Lorenz curve (L
Y
) and the dual Lorenz

curve (L
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Y
); [(b)] The inclusion property LZ( ÇY ) œ LZ(Y )

response “explained” by the predictor variables that give rise
to ÇY , similarly to what occurs in the well known variance
decomposition that gives rise to the R

2 measure.
A second important property concerns the practical im-

plementation of the Lorenz Zonoid calculation. It can be
shown that the Lorenz Zonoid-value of a generic variable
� (such as the response variable, or the predicted response
variable) is calculated as

LZ(�) = 2Cov(�, r(�))
nE(�) , (1)

where r(�) are the rank-scores associated with the � variable
and E(�) is its expected value.

Equation (1) provides an easily implementable manner
to calculate a Lorenz Zonoid and, consequently, the share of
Lorenz Zonoid response explained by a model’s predictors.

The properties of the Lorenz Zonoids can be leveraged
to provide metrics to assess the SAFEty of AI applications,
as in the following.

Explainability. In [9], the Lorenz Zonoid approach has been
combined with the Shapley framework, to obtain a metric
of explainability that measures the additional contribution
of each explanatory variable to the Lorenz Zonoid of the
predictions.

Given K predictors, the Shapley-Lorenz contribution
associated with the additional variable X

k
is:

LZ
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tests based on the comparison between the Lorenz Zonoids
of the predictions. The extension provides a model selection
criterion for (non-probabilistic) ML models, not available
at the moment. The criterion will lead to the choice of a
parsimonious model, more sustainable than a complex one.
The extension will also allow to compare the selected model
with a model that would be obtained when extreme data are
artificially injected into the underlying data.

The requirement of fairness requires that the results
of AI applications do not present biases among di�erent
population groups.

To measure the fairness of AI applications we propose
to derive the Lorenz Zonoids of the predictions obtained
separately for each population group, similarly to what done
for the requirement of sustainability.

The paper is organized as follows: the next section il-
lustrates the proposed methodology and, in particular, the
Lorenz Zonoid tool and and the proposed Lorenz Zonoid
comparison tests; Section 3 discusses the empirical findings
obtained applying our proposal to the available data; finally,
Section 4 contains some concluding remarks.

2. Methodology
Lorenz Zonoids were originally proposed by [13] as

a generalisation of the ROC curve in a multidimensional
setting. When referred to the one-dimensional case, the
Lorenz Zonoid coincides with the Gini coe�cient, a measure
typically used for representing the income inequality or the
wealth inequality within a nation or a social group (see,
e.g [6]). Both the Gini coe�cient and the Lorenz Zonoid
measure statistical dispersion in terms of the mutual vari-
ability among the observations, a metric that is more robust
to extreme data than the standard variability from the mean.

Given a variable Y and n observations, the Lorenz
Zonoid can be defined from the Lorenz and the dual Lorenz
curves (see [15]).

The Lorenz curve for a variable Y , denoted with L
Y

,
and displayed, from a graphical view point, as a red curve
in Figure 1 (a), is obtained by re-ordering the Y values in a
non-decreasing sense. It is built joining the set of points with
coordinates (i_n,≥i

j=1 yrj_(n Ñy)), for i = 1,… , n, where r

and Ñy indicate the (non-decreasing) ranks of Y and the Y

mean value, respectively. Similarly, the dual Lorenz curve
of Y , pointed out as L

®
Y

and represented by the blue curve
in Figure 1 (b), is obtained by re-ordering the Y values
in a non-increasing sense. Its coordinates are specified as
(i_n,≥i

j=1 ydj_(n Ñy)), for i = 1,… , n, where d indicates the
(non-increasing) ranks of Y . The area lying between the L

Y

and L
®
Y

curves is the Lorenz Zonoid.
The Lorenz Zonoid fulfills some attractive properties.

An important one is the “inclusion” of the Lorenz Zonoid of
any set of predicted values ÇY into the Lorenz Zonoid of the
observed response variable Y , graphically depicted in Figure
1 (b). The “inclusion property” allows to interpret the ratio
between the Lorenz Zonoid of a particular predictor set ÇY

and the Lorenz Zonoid of Y as the mutual variability of the
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Figure 1: [(a)] The Lorenz curve (L
Y
) and the dual Lorenz

curve (L
®
Y
); [(b)] The inclusion property LZ( ÇY ) œ LZ(Y )

response “explained” by the predictor variables that give rise
to ÇY , similarly to what occurs in the well known variance
decomposition that gives rise to the R

2 measure.
A second important property concerns the practical im-

plementation of the Lorenz Zonoid calculation. It can be
shown that the Lorenz Zonoid-value of a generic variable
� (such as the response variable, or the predicted response
variable) is calculated as

LZ(�) = 2Cov(�, r(�))
nE(�) , (1)

where r(�) are the rank-scores associated with the � variable
and E(�) is its expected value.

Equation (1) provides an easily implementable manner
to calculate a Lorenz Zonoid and, consequently, the share of
Lorenz Zonoid response explained by a model’s predictors.

The properties of the Lorenz Zonoids can be leveraged
to provide metrics to assess the SAFEty of AI applications,
as in the following.

Explainability. In [9], the Lorenz Zonoid approach has been
combined with the Shapley framework, to obtain a metric
of explainability that measures the additional contribution
of each explanatory variable to the Lorenz Zonoid of the
predictions.

Given K predictors, the Shapley-Lorenz contribution
associated with the additional variable X

k
is:

LZ
Xk ( ÇY ) =

…

X
®
”C(X)‰Xk

X® !(K * X®  * 1)!
K! �

[LZ( ÇY
X

®‰Xk

) * LZ( ÇY
X

® )],
(2)

where: C(X) ‰ X
k

is the set of all the possible model
configurations which can be obtained excluding variable
X

k
; X®  denotes the number of variables included in each

possible model; LZ( ÇY
X

®‰Xk

) and LZ( ÇY
X

® ) describe the
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The Shapley-Lorenz decomposition

The mathematical derivation of the Shapley-Lorenz decomposition
can be obtained through the following steps:

I replace LZ (·) in place of f̂ (·) in the Shapley expression in (1);

I define the marginal contribution associated with the
additional variable Xk as:

LZXk (Ŷ ) = Â
X 0 ✓C (X )\Xk

|X 0 |!(K � |X 0 |�1)!

K !
[LZ(ŶX 0 [Xk

)�LZ(ŶX 0 )],

(2)

where LZ (ŶX 0 [Xk
) and LZ (ŶX 0 ) describe the (mutual)

variability explained by the models including the X
0 [Xk

variables and the X
0
variables, respectively.
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Explainability score

Given a ML model with K predictors, we can thus measure
its explainability score as in the following definition.

Definition
Explainability score. The score for explainability can be
calculated on the whole sample as:

Ex-Score=
ÂK
k=1SLk
LZ (Y )

,

where LZ (Y ) corresponds to the response variable Y Lorenz
Zonoid-value, and SLk denotes the Shapley-Lorenz values
associated with the k-th predictor.
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Accuracy score
To measure accuracy, a more robust metric with respect to the
RMSE (used for contuinuous response variable) and AUROC (used
for binary the response variable ) is the Lorenz Zonoid, which can
be calculated on the test set in the same way for binary, ordered
categorical and continuous responses.

Given a ML model with k  K predictors, and a test sample from
the dataset, we can measure its accuracy score as in the following
definition.

Definition
The score for accuracy can be defined as:

Ac-Score=
LZ (ŶX1,...,Xk

)

LZ (Ytest)
,

where LZ (ŶX1,...,Xk
) is the Lorenz Zonoid of the predicted

response variable, obtained using K predictors on the test set, and
LZ (Ytest) is the Y response variable Lorenz Zonoid value
computed on the same test set.

k
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Fairness score - I

Fairness is a property that essentially requires that AI applications
do not present biases among di↵erent population groups.

To measure fairness we propose to extend the Gini coe�cient in
terms of the Shapley-Lorenz values.

Let:

I m = 1, . . . ,M be the considered population groups;

I K be the number of the available predictors;

I vSLmXk
be the Shapley-Lorenz value associated with the k-th

predictor in the m-th population;

I k⇤, where k⇤ = 1, . . . ,k and such that k⇤ < K , be the number
of predictors which compose the model selected by the
stepwise procedure based on the application of the
Lorenz-Zonoid.
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Fairness score - II
With the purpose of measuring the explainability and accuracy
provided by each explanatory variable included into the final
model, we consider the vector V SL⇤

M defined as

V SL⇤
M =

�
vSL⇤1 , . . . ,vSL⇤m , . . . ,vSL⇤M

 
,

where vSL⇤m = vSLmX1
+ . . .+ vSLmXk⇤

represents the sum of the
Shapley-Lorenz values related to the predictors X1, . . . ,Xk⇤ .

The Gini coe�cient can be applied to the vector V SL⇤
M , obtaining a

measure of concentration of the variables’ importance among
di↵erent population groups.

Remark
For a given set of selected explanatory variables,

I Shapley-Lorenz values which are similar in the M populations
lead to a Gini coe�cient close to 0;

I a Gini coe�cient close to 1 indicates that the variables’ e↵ect
largely depend on some groups, highlighting biasness.
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Fairness score - III

Given a ML model with k⇤ and M population groups, we can
measure its fairness score as in the following definition.

Definition
The score for fairness can be defined as:

Fair-Score= 1�LZ (V SL⇤
M ),

where LZ (V SL⇤
M ) denotes the Lorenz Zonoid (Gini

coe�cient) computed on the vector V SL⇤
M whose elements

correspond to the sum of the selected predictors’
Shapley-Lorenz values in each population.
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Sustainability score - I
The results from a ML model may be altered by the presence of
“extreme” data points, deriving from anomalous events.

We propose to verify sustainability by comparing predictive
accuracy, as measured by Shapley-Lorenz values, in di↵erent
ordered subset of the data, possibly altered artificially by
anomalous ones.

We proceed by:

I ordering the predicted response values (in the test set) in
terms of their predictive accuracy, from the most accurate to
the lowest;

I dividing the ordered predictions in g = 1, . . . ,G equal size
groups (such as the deciles of the distribution);

I build a vector including the sum of the Shapley-Lorenz values
of the predictors composing the final model, i.e.
V SL⇤
G =

�
vSL⇤1 , . . . ,vSL⇤g , . . . ,vSL⇤G

 
, where

vSL⇤g = vSLgX1
+ . . .+ vSLgXk⇤

represents the sum of the
Shapley-Lorenz values related to the predictors X1, . . . ,Xk⇤ .
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Sustainability score - II

Definition
The score for sustainability can then be defined as:

Sust-Score= 1�LZ (V SL⇤
G ),

where LZ (V SL⇤
G ) indicates the Lorenz Zonoid (Gini

coe�cient) calculated on the vector V SL⇤
G whose elements

correspond to the sum of the selected predictors’
Shapley-Lorenz values in each group.
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Application to Bitcoin price prediction

I As data we consider the bitcoin price in the Coinbase
exchange, from 18 May 2016 to 30 April 2018, as a target
variable, both as continuous and as binarised; the prices of
sp500, gold and oil, and the exchange rates USD/EUR and
USD/YUAN as predictors.

I As a predictive model we consider a neural network model
with 5 hidden neurons.

I As training data we consider the time series until December
31st, 2017, while as test data the 2018 time series.

I We deal with both a continuous target variable and a
binarised target variable (assigning value equal to 0 to the
negative bitcoin prices, and value equal to 1 otherwise).

I For both continuous and binary cases, we calculate the
S.A.F.E. scores of the model, using Lorenz Zonoid values,
Shapley-Lorenz values and on the corresponding Gini
coe�cient across population percentiles and groups.

rereturns
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hand, a Gini coe�cient close to 1 indicates that the variables’
e�ect largely depend on some groups, highlighting biasness.

Given a ML model with k< andM population groups, we
can measure its fairness score as in the following definition.

Definition 3. Fairness score. The score for fairness can be
defined as:

Fair-Score = 1 * LZ(V SL<
M

), (13)

where LZ(V SL<
M

) denotes the Lorenz Zonoid (Gini co-
e�cient) computed on the vector V

SL<
M

whose elements
correspond to the sum of the selected predictors’ Shapley-
Lorenz values in each population.

Sustainability. The results from a ML model, especially
when a large number of explanatory variables is considered,
may be altered by the presence of “extreme” data points,
deriving from anomalous events, or from cyber data manip-
ulation.

We propose to verify sustainability by comparing pre-
dictive accuracy, as measured by Shapley-Lorenz values,
in di�erent ordered subset of the data, possibly altered
artificially by anomalous or cyber manipulated ones.

To this aim, conditionally on a ML model, we can order
the predicted response values (in the test set) in terms of their
predictive accuracy, from the most accurate to the lowest.
We can then divide the ordered predictions in g = 1,… ,G

equal size groups (such as the deciles of the distribution).
We can then proceed in analogy with the fairness case and
build a vector including the sum of the Shapley-Lorenz
values of the predictors composing the final model, i.e.
V

SL<
G

=
�
v
SL<
1 ,… , v

SL<
g

,… , v
SL<
G

�
, where vSL<

g
= v

SL

gX1
+

…+ v
SL

gXk<
represents the sum of the Shapley-Lorenz values

related to the predictors X1,… ,X
k< .

Definition 4. Sustainability score. The score for sustain-
ability can then be defined as:

Fair-Sust = 1 * LZ(V SL<
G

), (14)

where LZ(V SL<
G

) indicates the Lorenz Zonoid (Gini co-
e�cient) calculated on the vector V

SL<
G

whose elements
correspond to the sum of the selected predictors’ Shapley-
Lorenz values in each group.

In the next Section we will apply our proposed method-
ology in the context of bitcoin price prediction.

3. Application to Bitcoin price prediction
As an illustrative example of how to apply our proposal,

we consider a set of cryptocurrency time series, for the time
period between May 18th, 2016 and April 30th, 2018.

3.1. Data description
The considered data are the same described in [7] and

in [8] to explain bitcoin price variation as a function of the
available financial explanatory variables.

A further investigation of the data was provided in a work
by [9], who introduced a new AI approach resulting in the
formalisation of a normalised measure for the assessment of
the contribution of each additional predictor to the explana-
tion of the bitcoin prices.

For coherence with the previous cited works, here we
choose the same time series observations, with the bitcoin
prices from the Coinbase exchange as the target variable to
be predicted. As suggested by [8] and [9], the time series for
Oil, Gold and SP500 prices are taken into account as can-
didate financial explanatory variables. In line with [7], the
exchange rates USD/Yuan and USD/Eur are also included
as possible further explanatory variables.

Our aim is to exploit the Lorenz Zonoid tool as a unified
criterion for measuring the SAFEty of AI methodologies.

3.2. Explorative analysis
We start our explorative analysis of the available data by

plotting the time evolution of bitcoin prices, together with
that of the Gold, Oil and SP500 prices and the exchange
rates, in the considered time period. The trends are displayed
in Figures 2-7, respectively.
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Figure 2: Bitcoin prices

Specifically, from Figure 2 the bitcoin price appears
quite stable until the beginning of 2017. But, since the
first six months of the 2017 year, bitcoin prices begin to
progressively increase reaching the maximum at the end of
the same year. This dynamics is followed by a downtrend,
which starts in January 2018.

While the trend of the SP500 increases overtime (Figure
3), the prices of Gold and Oil (Figures 4 and 5) are char-
acterised by uptrend and downtrend. The former is more
evident at the end of the 2016 year for Gold, while for Oil it
occurs some months before the end of the 2016.
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On the other hand, the behavior of the exchange rates
USD/Eur and USD/Yuan is quite similar overtime, as shown
in Figures 6 and 7.
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Table 1
Summary statistics for Coinbase bitcoin, classic asset prices,

SP500 index and exchange rates (mean, standard deviations

(sd), coefficient of variation (cv), minimum and maximum

values)

Prices Mean sd cv Min Max
Coinbase bitcoin 3919.05 4318.98 1.10 438.38 19650.01

SP500 2399.17 212.31 0.09 2000.54 2872.87

Gold 1275.58 52.34 0.04 1128.42 1366.38

Oil 49.36 3.37 0.07 39.51 57.20

USD/Eur 0.88 0.04 0.05 0.80 0.96

USD/Yuan 6.68 0.19 0.03 6.27 6.96

To better understand the dynamics reported in Figures
2-7, some summary statistics are reported in Table 1.

The results in Table 1 highlight that the mean values, as
well as the standard deviations and the minimum and maxi-
mum values, are largely di�erent with respect to those of the
classical assets and exchange rates. To better appreciate the
volatility magnitude of the prices, the coe�cient of variation
(cv) is computed and displayed in Table 1. The findings
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On the other hand, the behavior of the exchange rates
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Table 1
Summary statistics for Coinbase bitcoin, classic asset prices,

SP500 index and exchange rates (mean, standard deviations

(sd), coefficient of variation (cv), minimum and maximum

values)

Prices Mean sd cv Min Max
Coinbase bitcoin 3919.05 4318.98 1.10 438.38 19650.01

SP500 2399.17 212.31 0.09 2000.54 2872.87

Gold 1275.58 52.34 0.04 1128.42 1366.38

Oil 49.36 3.37 0.07 39.51 57.20

USD/Eur 0.88 0.04 0.05 0.80 0.96

USD/Yuan 6.68 0.19 0.03 6.27 6.96

To better understand the dynamics reported in Figures
2-7, some summary statistics are reported in Table 1.

The results in Table 1 highlight that the mean values, as
well as the standard deviations and the minimum and maxi-
mum values, are largely di�erent with respect to those of the
classical assets and exchange rates. To better appreciate the
volatility magnitude of the prices, the coe�cient of variation
(cv) is computed and displayed in Table 1. The findings

First Author et al.: Preprint submitted to Elsevier Page 6 of 9

SAFE Artificial Intelligence in Finance

2000

2250

2500

2750

2016−07 2017−01 2017−07 2018−01

Date
s
p

5
0

0

Figure 3: SP500 prices

1200

1300

2016−07 2017−01 2017−07 2018−01

Date

g
o

ld

Figure 4: Gold prices

40

45

50

55

2016−07 2017−01 2017−07 2018−01

Date

o
il

Figure 5: Oil prices

On the other hand, the behavior of the exchange rates
USD/Eur and USD/Yuan is quite similar overtime, as shown
in Figures 6 and 7.

0.80

0.85

0.90

0.95

2016−07 2017−01 2017−07 2018−01

Date

u
s
d

e
u

r

Figure 6: USD/EUR exchange rate

6.4

6.6

6.8

2016−07 2017−01 2017−07 2018−01

Date

u
s
d

y
u

a
n

Figure 7: USD/YUAN exchange rate

Table 1
Summary statistics for Coinbase bitcoin, classic asset prices,

SP500 index and exchange rates (mean, standard deviations

(sd), coefficient of variation (cv), minimum and maximum

values)

Prices Mean sd cv Min Max
Coinbase bitcoin 3919.05 4318.98 1.10 438.38 19650.01

SP500 2399.17 212.31 0.09 2000.54 2872.87

Gold 1275.58 52.34 0.04 1128.42 1366.38

Oil 49.36 3.37 0.07 39.51 57.20

USD/Eur 0.88 0.04 0.05 0.80 0.96

USD/Yuan 6.68 0.19 0.03 6.27 6.96

To better understand the dynamics reported in Figures
2-7, some summary statistics are reported in Table 1.

The results in Table 1 highlight that the mean values, as
well as the standard deviations and the minimum and maxi-
mum values, are largely di�erent with respect to those of the
classical assets and exchange rates. To better appreciate the
volatility magnitude of the prices, the coe�cient of variation
(cv) is computed and displayed in Table 1. The findings

First Author et al.: Preprint submitted to Elsevier Page 6 of 9



eXplainable Artificial Intelligence in healthcare Management 
2020-EU-IA-0098 

Results - continuous target variable (1)
Artificial

Intelligence in the
institutional
context

Emanuela
Ra�netti

Introduction
The institutional
context
Explainable Artificial
Intelligence

Background
Local
explanation-based
approach
Global
explanation-based
approach

Proposal
The Shapley-Lorenz
decomposition

Application
Application to Bitcoin
price prediction

Accuracy principle
A new measure for
accuracy
Applications

References

Results - continuous response (1)

0.0 0.2 0.4 0.6 0.8 1.0

0.0
0.2

0.4
0.6

0.8
1.0

Accuracy − Continuous scenario

Cumulative percentage of observations

Cu
mu

lati
ve 

pe
rce

nta
ge

 of
 pr

ed
icti

on
s

LZ(gold, sp500)

0.0 0.2 0.4 0.6 0.8 1.0

0.0
0.2

0.4
0.6

0.8
1.0

Cumulative percentage of observations

Cu
mu

lati
ve 

pe
rce

nta
ge

 of
 pr

ed
icti

on
s

gold sp500 usdeur usdyuan oil

Explainability − Continuous scenario

Variables

Sh
ap

ley
−L

ore
nz

 va
lue

s

0.0
0.1

0.2
0.3

0.4 0.35

0.1095
0.0759

0.0237 0.0123

Ex-Score= Â5
k=1 SLk

LZ (returns) = 0.5714

Ac-Score=
LZ ( ˆreturnsgold ,sp500)

LZ (returnstest )
= 0.3279

Artificial
Intelligence in the

institutional
context

Emanuela
Ra�netti

Introduction
The institutional
context
Explainable Artificial
Intelligence

Background
Local
explanation-based
approach
Global
explanation-based
approach

Proposal
The Shapley-Lorenz
decomposition

Application
Application to Bitcoin
price prediction

Accuracy principle
A new measure for
accuracy
Applications

References

Results - continuous response (1)

0.0 0.2 0.4 0.6 0.8 1.0

0.0
0.2

0.4
0.6

0.8
1.0

Accuracy − Continuous scenario

Cumulative percentage of observations

Cu
mu

lati
ve 

pe
rce

nta
ge

 of
 pr

ed
icti

on
s

LZ(gold, sp500)

0.0 0.2 0.4 0.6 0.8 1.0

0.0
0.2

0.4
0.6

0.8
1.0

Cumulative percentage of observations

Cu
mu

lati
ve 

pe
rce

nta
ge

 of
 pr

ed
icti

on
s

gold sp500 usdeur usdyuan oil

Explainability − Continuous scenario

Variables

Sh
ap

ley
−L

ore
nz

 va
lue

s

0.0
0.1

0.2
0.3

0.4 0.35

0.1095
0.0759

0.0237 0.0123

Ex-Score= Â5
k=1 SLk

LZ (returns) = 0.5714

Ac-Score=
LZ ( ˆreturnsgold ,sp500)

LZ (returnstest )
= 0.3279



eXplainable Artificial Intelligence in healthcare Management 
2020-EU-IA-0098 

Results - continuous target variable (2)
Artificial

Intelligence in the
institutional
context

Emanuela
Ra�netti

Introduction
The institutional
context
Explainable Artificial
Intelligence

Background
Local
explanation-based
approach
Global
explanation-based
approach

Proposal
The Shapley-Lorenz
decomposition

Application
Application to Bitcoin
price prediction

Accuracy principle
A new measure for
accuracy
Applications

References

Results - continuous response (2)

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Accuracy − Continuous scenario

Cumulative percentage of observations

Cu
m

ul
at

ive
 p

er
ce

nt
ag

e 
of

 p
re

di
ct

io
ns

LZ(gold, sp500)

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Cumulative percentage of observations

Cu
m

ul
at

ive
 p

er
ce

nt
ag

e 
of

 p
re

di
ct

io
ns

gold sp500 usdeur usdyuan oil

Explainability − Continuous scenario

Variables

Sh
ap

le
y−

Lo
re

nz
 v

al
ue

s

0.
0

0.
1

0.
2

0.
3

0.
4

0.35

0.1095
0.0759

0.0237 0.0123

Decile 1 Decile 2 Decile 3 Decile 4 Decile 5 Decile 6 Decile 7 Decile 8 Decile 9 Decile 10

Stability − Continuous scenario

Deciles (volumes)S
ha

pl
ey
−L

or
en

z 
va

lu
es

 o
f t

he
 m

od
el

(g
ol

d,
sp

50
0)

0.
0

0.
1

0.
2

0.
3

0.
4

Decile 1 Decile 2 Decile 3 Decile 4 Decile 5 Decile 6 Decile 7 Decile 8 Decile 9 Decile 10

Fairness − Continuous scenario

DecilesS
ha

pl
ey
−L

or
en

z 
va

lu
es

 o
f t

he
 m

od
el

(s
p5

00
,g

ol
d)

0.
0

0.
1

0.
2

0.
3

0.
4

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Accuracy − Binarised scenario

Cumulative percentage of observations

C
um

ul
at

iv
e 

pe
rc

en
ta

ge
 o

f p
re

di
ct

io
ns

LZ(sp500, gold)

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Cumulative percentage of observations

C
um

ul
at

iv
e 

pe
rc

en
ta

ge
 o

f p
re

di
ct

io
ns

gold sp500 usdeur usdyuan oil

Explainability − Binarised scenario

Variables

S
ha

pl
ey
−L

or
en

z 
va

lu
es

0.
0

0.
1

0.
2

0.
3

0.
4

0.1722

0.027 0.0267 0.0309
0.0591

Decile 1 Decile 2 Decile 3 Decile 4 Decile 5 Decile 6 Decile 7 Decile 8 Decile 9 Decile 10

Stability − Binarised scenario

Deciles (volumes)S
ha

pl
ey
−L

or
en

z 
va

lu
es

 o
f t

he
 m

od
el

(s
p5

00
,g

ol
d)

0.
0

0.
1

0.
2

0.
3

0.
4

Decile 1 Decile 2 Decile 3 Decile 4 Decile 5 Decile 6 Decile 7 Decile 8 Decile 9 Decile 10

Fairness − Binarised scenario

DecilesS
ha

pl
ey
−L

or
en

z 
va

lu
es

 o
f t

he
 m

od
el

(s
p5

00
,g

ol
d)

0.
0

0.
1

0.
2

0.
3

0.
4

Decile 1 Decile 2 Decile 3 Decile 4 Decile 5 Decile 6 Decile 7 Decile 8 Decile 9 Decile 10

Sustainability − Continuous scenario

Deciles (volumes)S
ha

pl
ey
−L

or
en

z 
va

lu
es

 o
f t

he
 m

od
el

(g
ol

d,
sp

50
0)

0.
0

0.
1

0.
2

0.
3

0.
4

Decile 1 Decile 2 Decile 3 Decile 4 Decile 5 Decile 6 Decile 7 Decile 8 Decile 9 Decile 10

Fairness − Continuous scenario

DecilesS
ha

pl
ey
−L

or
en

z 
va

lu
es

 o
f t

he
 m

od
el

(s
p5

00
,g

ol
d)

0.
0

0.
1

0.
2

0.
3

0.
4

Sust-Score= 1�Gini(SLgold+sp500) = 0.8314
Fair-Score= 1�Gini(SLgold+sp500) = 0.8617

Artificial
Intelligence in the

institutional
context

Emanuela
Ra�netti

Introduction
The institutional
context
Explainable Artificial
Intelligence

Background
Local
explanation-based
approach
Global
explanation-based
approach

Proposal
The Shapley-Lorenz
decomposition

Application
Application to Bitcoin
price prediction

Accuracy principle
A new measure for
accuracy
Applications

References
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To assess sustainability, we have ordered
the test data response according to how well
is predicted by the model (from the best to 
the worst predictions) and, accordingly, 
subdivided it into ten deciles. 
We have then calculated the Lorenz Zonoid
of the model, separately in each decile.

To measure fairness we have ordered the 
test data response in terms of the 
corresponding trading volumes (from the 
lowest to the highest) and, accordingly, 
subdivided it into ten deciles. 
We have then calculated the Lorenz Zonoid of 
the model, separately in each decile.
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