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Table 3.5 Variance–covariance matrix.

X1 . . . Xj . . . Xh

X1 Var(X1) . . . Cov(X1, Xj ) . . . Cov(X1, Xh)
. . . . . . . . . . . . . . . . . .

Xj Cov(Xj,X1) Var(Xj ) . . . . . .

. . . . . . . . . . . . . . . . . .

Xh Cov(Xh,X1) . . . . . . . . . Var(Xh)

order to use the covariance as an exploratory index it is necessary to normalise
it, so that it becomes a relative index. It can be shown that the maximum value
that Cov(X, Y ) can assume is σxσy , the product of the two standard deviations
of the variables. On the other hand, the minimum value that Cov(X,Y ) can
assume is −σxσy . Furthermore, Cov(X, Y ) takes its maximum value when the
observed data lie on a line with positive slope and its minimum value when all
the observed data lie on a line with negative slope. In light of this, we define the
(linear) correlation coefficient between two variables X and Y as

r(X, Y ) = Cov(X, Y )

σ (X)σ (Y )
.

The correlation coefficient r(X, Y ) has the following properties:

• r(X, Y ) takes the value 1 when all the points corresponding to the paired
observations lie on a line with positive slope, and it takes the value −1 when
all the points lie on a line with negative slope. Due to this property r is
known as the linear correlation coefficient.

• When r(X, Y ) = 0 the two variables are not linearly related, that is, X and
Y are uncorrelated.

• In general, −1 ≤ r(X, Y ) ≤ 1.

As for the covariance, it is possible to calculate all pairwise correlations directly
from the data matrix, thus obtaining a correlation matrix (see Table 3.6).

From an exploratory point of view, it is useful to have a threshold-based
rule that tells us when the correlation between two variables is ‘significantly’
different from zero. It can be shown that, assuming that the observed sample

Table 3.6 Correlation matrix.

X1 . . . Xj . . . Xh

X1 1 . . . Cor(X1, Xj ) . . . Cor(X1, Xh)
. . . . . . . . . . . . . . . . . .

Xj Cor(Xj,X1) 1 . . . . . .

. . . . . . . . . . . . . . . . . .

Xh Cor(Xh,X1) . . . . . . . . . 1


