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Linear Approximation: Regression
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Optimization: Least Squares
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Minimizing Error

Imagine we had only one point x, with features f(x), target value y, and weights w:
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Overfitting: Why Limiting Capacity Can Help
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