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Linear Approximation: Regression

Prediction:

ො𝑦 = 𝑤0 + 𝑤1𝑓1(𝑥)

Prediction:

ො𝑦𝑖 = 𝑤0 +𝑤1𝑓1 𝑥 + 𝑤2𝑓2 𝑥
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Optimization: Least Squares
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Error or “residual”

Prediction ො𝑦

Observation 𝑦

total error =

𝑖

𝑦𝑖 − ො𝑦𝑖
2 =

𝑖

𝑦𝑖 −

𝑘

𝑤𝑘𝑓𝑘 𝑥𝑖

2

𝑓1(𝑥)



Minimizing Error

Approximate q update explained:

Imagine we had only one point x, with features f(x), target value y, and weights w:

“target” “prediction”

error 𝑤 =
1

2
𝑦 −

𝑘

𝑤𝑘𝑓𝑘 𝑥

2

𝜕error 𝑤

𝜕𝑤𝑚
= − 𝑦 −

𝑘

𝑤𝑘𝑓𝑘 𝑥 𝑓𝑚(𝑥)

𝑤𝑚 ← 𝑤𝑚 + 𝛼 𝑦 −

𝑘

𝑤𝑘𝑓𝑘 𝑥 𝑓𝑚 𝑥

𝑤𝑚 ← 𝑤𝑚 + 𝛼 𝑟 + 𝛾max
𝑎

𝑄 𝑠′, 𝑎′ − 𝑄 𝑠, 𝑎 𝑓𝑚 𝑠, 𝑎
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Degree 15 polynomial

Overfitting: Why Limiting Capacity Can Help
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