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Active Reinforcement Learning



▪ Full reinforcement learning: optimal policies (like value iteration)
▪ You don’t know the transitions T(s,a,s’)

▪ You don’t know the rewards R(s,a,s’)

▪ You choose the actions now

▪ Goal: learn the optimal policy / values

▪ In this case:
▪ Learner makes choices!

▪ Fundamental tradeoff: exploration vs. exploitation

▪ This is NOT offline planning!  You actually take actions in the world and find out what 
happens…

Active Reinforcement Learning



Reinforcement Learning
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Value Learning Q Learning

Direct Evaluation TD Learning

Exploration vs Exploitation:
How to explore and minimize regret

Reinforcement Learning Taxonomy



▪ Several schemes for forcing exploration
▪ Simplest: random actions (ε-greedy)

▪ Every time step, flip a coin

▪ With (small) probability 𝜀, act randomly

▪ With (large) probability 1 − 𝜀, act on current policy

▪ Problems with random actions?
▪ You do eventually explore the space, but keep thrashing around once 

learning is done

▪ One solution: lower  over time

▪ Another solution: exploration functions

How to Explore?



▪ When to explore?
▪ Random actions: explore a fixed amount

▪ Better idea: explore areas whose badness is not
(yet) established, eventually stop exploring

▪ Exploration function
▪ Takes a value estimate u and a visit count n, and

returns an optimistic utility, e.g. 𝑓 𝑢, 𝑛 = 𝑢 +
𝑘

𝑛

▪ Note: this propagates the “bonus” back to states that lead to unknown 
states as well!

Exploration Functions

Modified Q-Update: 𝑄 𝑠, 𝑎 ←𝛼 𝑅 𝑠, 𝑎, 𝑠′ + 𝛾max
𝑎′

𝑓 𝑄 𝑠′, 𝑎′ , 𝑁 𝑠′, 𝑎′

Regular Q-Update: 𝑄 𝑠, 𝑎 ←𝛼 𝑅 𝑠, 𝑎, 𝑠′ + 𝛾max
𝑎′

𝑄 𝑠′, 𝑎′



▪ Even if you learn the optimal policy, you 
still make mistakes along the way!

▪ Regret is a measure of your total mistake 
cost: the difference between your 
(expected) rewards, including youthful 
suboptimality, and optimal (expected) 
rewards

▪ Minimizing regret goes beyond learning 
to be optimal – it requires optimally 
learning to be optimal

▪ Example: random exploration and 
exploration functions both end up 
optimal, but random exploration has 
higher regret

Regret
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