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Reinforcement Learning Taxonomy
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▪ Value iteration: find successive (depth-limited) values
▪ Start with 𝑉0(𝑠) = 0, which we know is right

▪ Given 𝑉𝑘, calculate the depth 𝑘 + 1 values for all states:

▪ But Q-values are more useful, so compute them instead
▪ Start with 𝑄0(𝑠, 𝑎) = 0, which we know is right

▪ Given 𝑄𝑘, calculate the depth 𝑘 + 1 q-values for all q-states:

Q-Value Iteration
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▪ Q-Learning: sample-based Q-value iteration

▪ Learn 𝑄(𝑠, 𝑎) values as you go
▪ Receive a sample (𝑠, 𝑎, 𝑠’, 𝑟)

▪ Consider your old estimate: 𝑄(𝑠, 𝑎)

▪ Consider your new sample estimate:

sample = 𝑅 𝑠, 𝑎, 𝑠′ + 𝛾max
𝑎′

𝑄 𝑠′, 𝑎′

▪ Incorporate the new estimate into a running average:

𝑄 𝑠, 𝑎 ← 1 − 𝛼 𝑄 𝑠, 𝑎 + 𝛼 ⋅ sample

Q-Learning

no longer policy 
evaluation! 
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▪ Amazing result: Q-learning converges to optimal policy --
even if you’re acting suboptimally!

▪ This is called off-policy learning

▪ Caveats:
▪ You have to explore enough

▪ You have to eventually make the learning rate

small enough

▪ … but not decrease it too quickly

▪ Basically, in the limit, it doesn’t matter how you select actions (!)

Q-Learning Properties



▪ Problem:
▪ Need to repeat same (s,a,s’,r) transitions in environment 

many times to propagate values

▪ Solution:
▪ Collect transitions in a memory buffer and “replay” them 

to update Q values
▪ Uses memory of transitions only, no need to repeat them in 

environment

▪ Evidence of such experience replay in the brain

Q-Learning with a Replay Buffer
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▪ At each step:
▪ Receive a sample transition (s,a,s’,r)

▪ Add (s,a,s’,r) to replay buffer

▪ Repeat N times:
▪ Randomly pick transition (s,a,s’,r) from replay buffer

▪ Make sample based on (s,a,s’,r):

▪ Update Q based on picked sample:

Q-Learning with a Replay Buffer
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𝑄 𝑠, 𝑎 ← 1 − 𝛼 𝑄 𝑠, 𝑎 + 𝛼 ⋅ sample
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