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Reinforcement Learning

Passive Active

Model-Based Model-Free

Value Learning Q Learning

Direct Evaluation TD Learning

Reinforcement Learning Taxonomy



▪ Model-Based Idea:
▪ Learn an approximate model based on experiences

▪ Solve for values as if the learned model were correct

▪ Step 1: Learn empirical MDP model
▪ Count outcomes s’ for each s, a

▪ Normalize to give an estimate of  ෠𝑇(𝑠, 𝑎, 𝑠′)

▪ Discover each ෠𝑅(𝑠, 𝑎, 𝑠′) when we experience (𝑠, 𝑎, 𝑠′)

▪ Step 2: Solve the learned MDP
▪ For example, use value iteration, as before

Model-Based Reinforcement Learning

(and repeat as needed)



Example: Model-Based RL

Input Policy 

Assume:  = 1

Observed Episodes (Training) Learned Model

A

B C D

E

B, east, C, -1

C, east, D, -1

D, exit,  x, +10

B, east, C, -1

C, east, D, -1

D, exit,  x, +10

E, north, C, -1

C, east,   A, -1

A, exit,    x, -10

Episode 1 Episode 2

Episode 3 Episode 4

E, north, C, -1

C, east,   D, -1

D, exit,    x, +10

෠𝑇(𝑠, 𝑎, 𝑠′)

෠𝑅(𝑠, 𝑎, 𝑠′)

T(B, east, C) = 1.00
T(C, east, D) = 0.75
T(C, east, A) = 0.25

…

R(B, east, C) = -1
R(C, east, D) = -1
R(D, exit, x) = +10

…
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