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FOREWORD

The mission of the World Health Organization (WHO) to promote health, keep the world safe and serve the 
vulnerable is articulated in its global strategy on digital health 2020–2025. At the heart of this strategy, 
WHO aims to improve health for everyone, everywhere by accelerating the development and adoption of 
appropriate, accessible, affordable, scalable and sustainable person-centric digital health solutions to prevent, 
detect and respond to epidemics and pandemics, developing infrastructure and applications. WHO – along 
with many international and regional organizations and national authorities – recognizes the potential of 
Artificial Intelligence (AI) in accelerating the digital transformation of health care. AI has an evident potential 
to strengthen health service delivery to underserved populations, enhance public health surveillance, advance 
health research and the development of medicines, support health systems management and enable clinical 
professionals to improve patient care and perform complex medical diagnoses. However, existing and emerging 
AI technologies, including large language models, are being rapidly deployed without a full understanding of 
how such AI systems may perform – potentially either benefitting or harming end-users, including health-care 
professionals and patients. 

Consequently, to facilitate the safe and appropriate use of AI technologies for the development of AI systems in 
health care, the WHO and the International Telecommunication Union (ITU) have established a Focus Group on 
AI for Health (FG-AI4H). To support its work, FG-AI4H has created several working groups, including a Working 
Group on Regulatory Considerations (WG-RC) on AI for Health. The WG-RC consists of members representing 
multiple stakeholders – including regulatory authorities, policy-makers, academia and industry – who have 
explored regulatory and health technology assessment concepts and emerging “good practices” for the 
development and use of AI in health care and therapeutic development. The work of the WG-RC represents a 
multidisciplinary, international effort to increase dialogue and examine key considerations on the use of AI in 
health care. 

This document provides an overview of regulatory considerations on AI for health that covers key general topic 
areas, namely: documentation and transparency, risk management and AI systems development lifecycle 
approach, intended use and analytical and clinical validation, AI related data quality, privacy and protection, 
and engagement and collaboration. In addition, the publication recommends that stakeholders take into 
account 18 regulatory considerations as they continue to develop frameworks and best practices for the use of 
AI in health care. This document is intended to be a listing of key regulatory considerations and as a resource 
that can be considered by all relevant stakeholders in medical devices ecosystems, including developers who 
are exploring and developing AI systems, regulators who might be in the process of identifying approaches to 
manage and facilitate AI systems, manufacturers who design and develop AI-embedded medical devices, health 
practitioners who deploy and use such medical devices and AI systems, and others working in these areas. The 
document recommends that stakeholders examine the key considerations and other potential ones as they 
continue to develop frameworks and best practices for the use of AI in health care in relationship to the key topic 
areas.

I wish to thank all subgroup technical experts, external expert group members, external reviewers, stakeholders, 
and partners in the United Nations family and beyond who made essential contributions to the development 
of this document. I hope that this report will help to ensure that the development and use of AI for health and 
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will be guided by appropriate regulatory considerations so that all populations can safely and effectively benefit 
from the great promise these technologies hold for the future.

Dr.	Jeremy	Farrar,	Chief	Scientist,	World	Health	Organization
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EXECUTIVE SUMMARY

The mission of the World Health Organization (WHO) is to promote health, keep the world safe and serve the 
vulnerable is articulated in its global strategy on digital health 2020–2025 (1). At the heart of this strategy, WHO 
aims to improve health for everyone, everywhere by accelerating the development and adoption of appropriate, 
accessible, affordable, scalable and sustainable person-centric digital health solutions in order to prevent, detect 
and respond to epidemics and pandemics, developing infrastructure and applications. Many international 
organizations and global players are contributing to this area along with WHO, including The International 
Medical Device Regulators Forum (IMDRF), Global Harmonization Working Party (GHWP), the US Food and 
Drug Administration (U.S. FDA), Health Canada, the International Coalition of Medicines Regulatory Authorities 
(ICMRA), the International Organization for Standardization (ISO), the Organisation for Economic Co-operation 
and Development (OECD), the United Kingdom of Great Britain and Northern Ireland’s Medicines and Healthcare 
Products Regulatory Agency (MHRA), the South African Health Products Regulatory Authority (SAHPRA), 
the European Commission (EC), Singapore’s Health Sciences Authority (HSA), the International Council for 
Harmonisation of Technical Requirements for Pharmaceuticals for Human Use (ICH), Japan’s Pharmaceuticals 
and Medical Devices Agency (PMDA), Swissmedic and Australia’s Therapeutic Goods Administration (TGA). These 
international and regional organizations and national authorities collectively recognize the potential of Artificial 
Intelligence (AI) in enhancing health outcomes by improving clinical trials, medical diagnosis and treatment, self-
management of care and personalized care, as well as by creating more evidence-based knowledge, skills and 
competencies for professionals to support health care. Furthermore, with the increasing availability of health-
care data and the rapid progress of analytics techniques, AI has the potential to transform the health sector to 
meet a variety of stakeholders’ needs in health care and therapeutic development. 

In order to facilitate the safe and appropriate use of AI technologies for the development of AI systems in 
health care, the WHO and the International Telecommunication Union (ITU) have established a Focus Group 
on AI for Health (FG-AI4H). To support its work, FG-AI4H created several working groups, including a Working 
Group on Regulatory Considerations (WG-RC) on AI for Health. The WG-RC consists of members representing 
multiple stakeholders – including regulatory authorities, policy-makers, academia and industry – who explored 
regulatory and health technology assessment concepts and emerging “good practices” for the development 
and use of AI in health care and therapeutic development. The work of the WG-RC represents a multidisciplinary, 
international effort to increase dialogue and examine key concepts for the use of AI in health care. 

This publication, which is based on the work of the WG-RC, aims to deliver an overview of regulatory 
considerations on AI for health that covers the following six general topic areas: documentation and 
transparency, the total product lifecycle approach and risk management, intended use and analytical and 
clinical validation, data quality, privacy and data protection, and engagement and collaboration. This overview 
is not intended as guidance or as a regulatory framework or policy. Rather, it is a discussion of key regulatory 
considerations and a resource that can be considered by all relevant stakeholders – including developers 
who are exploring and developing AI systems, regulators and policy-makers who in the process of identifying 
approaches to manage and facilitate AI systems, manufacturers who design and develop AI-enabled medical 
devices, and health practitioners who deploy and use such medical devices and AI systems. Consequently, 
the WG-RC recommends that stakeholders take into account the following considerations as they continue to 
develop frameworks and best practices for the use of AI in health care and therapeutic development:
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1.    Documentation and transparency: Pre-specifying and documenting the intended medical purpose 
and development process – such as the selection and use of datasets, reference standards, parameters, 
metrics, deviations from original plans and updates during the phases of development – should be 
considered in a manner that allows for the tracing of the development steps as appropriate. A risk-based 
approach should be considered also for the level of documentation and record-keeping utilized for the 
development and validation of AI systems.

2.  		Risk	 management	 and	 AI	 systems	 development	 lifecycle	 approaches:	 A total product lifecycle 
approach should be considered throughout all phases in the life of an AI system, namely: pre-market 
development management, post-market surveillance and change management. In addition, it is 
essential to consider a risk management approach that addresses risks associated with AI systems, such 
as cybersecurity threats and vulnerabilities, underfitting, algorithmic bias etc.

3.    Intended use, and analytical and clinical validation: Initially, providing transparent documentation 
of the intended use of the AI system should be considered. Details of the training dataset composition 
underpinning an AI system – including size, setting and population, input and output data and 
demographic composition – should be transparently documented and provided to users. In addition, 
it is key to consider demonstrating performance beyond the training and testing data through external 
analytical validation in an independent dataset. This external validation dataset should be representative 
of the population and setting in which it is intended to deploy the AI system and should be independent 
of the dataset used for developing the AI model during training and testing. Transparent documentation 
of the external dataset and performance metrics should be provided. Furthermore, it is important to 
consider a graded set of requirements for clinical validation based on risk. Randomized clinical trials are 
the gold standard for evaluation of comparative clinical performance and could be appropriate for the 
highest-risk tools or where the highest standard of evidence is required. In other situations, prospective 
validation can be considered in a real-world deployment and implementation trial which includes a 
relevant comparator that uses accepted groups. Finally, a period of more intense post-deployment 
monitoring should be considered through post-market surveillance and market surveillance for AI 
systems.

4.    Data quality: Developers should consider whether available data are of sufficient quality to support 
the development of the AI system to achieve the intended purpose. Furthermore, developers should 
consider deploying rigorous pre-release evaluations for AI systems to ensure that they will not amplify 
any of the issues discussed in Section 5.4 of this document, such as biases and errors. Careful design or 
prompt troubleshooting can help identify data quality issues early and can prevent or mitigate possible 
resulting harm. Stakeholders should also consider mitigating data quality issues and the associated 
risks that arise in health-care data, as well as continue to work to create data ecosystems to facilitate the 
sharing of good-quality data sources.

5.    Privacy and data protection: Privacy and data protection should be considered during the design 
and deployment of AI systems. Early in the development process, developers should consider gaining 
a good understanding of applicable data protection regulations and privacy laws and should ensure 
that the development process meets or exceeds such legal requirements. It is also important to 
consider implementing a compliance programme that addresses risks and ensures that the privacy and 
cybersecurity practices take into account potential harm as well as the enforcement environment. 

6.    Engagement and collaboration: During development of the AI innovation and deployment roadmap 
it is important to consider the development of accessible and informative platforms that facilitate 
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engagement and collaboration among key stakeholders, where applicable and appropriate. It is 
fundamental to consider streamlining the oversight process for AI regulation through such engagement 
and collaboration in order to accelerate practice-changing advances in AI. 

Finally, the WG-RC has provided a forum for regulators and subject matter experts to discuss regulatory 
considerations for the use of AI technologies and development of AI systems for health and medical purposes. 
The WG-RC recognizes that the AI landscape is evolving rapidly and that the considerations in this deliverable 
may require expansion as technology and its uses develop. The working group recommends that stakeholders, 
including regulators and developers, continue to engage and that the community at large works towards 
shared understanding and mutual learning. In addition, established national and international groups, such 
as the International Medical Device Regulators Forum (IMDRF) and the International Coalition of Medicines 
Regulatory Authorities (ICMRA) should continue to work on topics of AI for potential regulatory convergence 
and harmonization. 

Michele
Evidenziato

Michele
Evidenziato



Regulatory considerations on artificial intelligence for health 

xiv



Regulatory considerations on artificial intelligence for health 

1

1. INTRODUCTION 

The mission of the World Health Organization (WHO) to promote health, keep the world safe and serve the 
vulnerable is articulated in its Global strategy on digital health 2020–2025 (1). At the heart of this strategy, WHO 
aims to improve health for everyone, everywhere by accelerating the development and adoption of appropriate, 
accessible, affordable, scalable and sustainable person-centric digital health solutions to prevent, detect and 
respond to epidemics and pandemics. This should enable countries to use health data to promote health and 
well-being in order to achieve the United Nation’s health-related Sustainable Development Goals (SDGs) (2) and 
the triple billion targets of WHO’s Thirteenth General Programme of Work, 2019–2023 (3). 

In addition to WHO’s efforts, there is a wave of interest by many other international and regional organizations. 
Key players include the International Medical Device Regulators Forum (IMDRF) (4), the Global Harmonization 
Working Party (GHWP), the International Coalition of Medicines Regulatory Authorities (ICMRA) (5), the 
International Organization for Standardization (ISO) (6), the Organisation for Economic Co-operation and 
Development (OECD) (7) and the International Council for Harmonization of Technical Requirements for 
Pharmaceuticals for Human Use (ICH). Moreover, there are national efforts sharing the same goal.1  

The digital transformation of health care and therapeutic development, which includes exploring the uses 
of Artificial Intelligence (AI), has the potential to enhance health outcomes by improving medical diagnosis, 
digital therapeutics, clinical trials, self-care and evidence-based knowledge. For the purpose of this document 
AI is defined as “a branch of computer science, statistics, and engineering that uses algorithms or models to 
perform tasks and exhibit behaviors such as learning, making decisions and making predictions. The subset of 
AI known as Machine Learning (ML) allows computer algorithms to learn through data, without being explicitly 
programmed, to perform a task” (8). With the increasing availability of health-care data and the rapid progress 
in analytics techniques, AI has the potential to transform the health sector, which is one of the most important 
sectors for societies and economies worldwide. 

1 A non-exclusive list of national efforts: US Food and Drug Administration (US FDA), Health Canada, the Medicines and Healthcare 
Products Regulatory Agency (MHRA) of the United Kingdom of Great Britain and Northern Ireland, the South African Health Products 
Regulatory Authority (SAHPRA), the European Commission (EC), the Singapore Health Sciences Authority (HSA), Japan’s Pharmaceuticals 
and Medical Devices Agency (PMDA), Swissmedic and Australia’s Therapeutic Goods Administration (TGA).
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2. PURPOSE 

The International Telecommunication Union (ITU) is the United Nation’s specialized agency for information 
and communications technology while WHO is the United Nation’s specialized agency for health. These 
organizations partnered to establish an open group of experts to develop a generalizable benchmarking2  
framework for health solutions based on AI – the ITU/WHO Focus Group on AI for Health (FG-AI4H). In order 
to facilitate the safe and appropriate use of AI technologies3  for the development of AI systems4 in health care 
and support its work, the FG-AI4H created a Working Group on Regulatory Considerations (WG-RC) on AI for 
Health. The WG-RC consists of multiple stakeholders – including representatives from regulatory authorities, 
policy-makers, academia and industry – who explored regulatory and health technology assessment concepts 
and emerging “good practices” for the development and use of AI in health care and therapeutic development. 

This publication is a general, high-level and nonexclusive overview of key regulatory considerations in topic 
areas developed by the WG-RC to support the overarching FG-AI4H framework. Recognizing that a single 
publication cannot address the specifics of the various AI systems that can be used for therapeutic development 
or health-care applications in general, the WG-RC’s overview will highlight some of the key regulatory principles 
and concepts – such as risk–benefit assessments and considerations for the evaluation and monitoring of 
the performance of AI systems developed using AI technologies. Throughout the process of developing this 
publication, the WG-RC took into consideration different stakeholder perspectives, as well as different global 
and regional settings. The WG-RC’s overview is not intended as guidance, as a regulatory framework or policy. 
Rather, it is meant as a listing of key regulatory considerations and a resource for all relevant stakeholders – 
including developers who are exploring and using AI technologies and developing AI systems, regulators who 
might be in the process of identifying approaches to manage and facilitate AI systems, manufacturers who 
design and develop AI systems that are embedded in medical devices, and health practitioners who deploy and 
use such medical devices and AI systems.

2 This framework should not be confused with WHO’s global benchmarking tool for the evaluation of national regulatory systems 
(https://www.who.int/tools/global-benchmarking-tools, accessed 25 July 2023).
3 In the context of this publication, the term “AI technology” is used to refer to any AI technology (e.g. machine learning, deep learning, 
natural language processing, computer vision etc.) that is used to develop an AI system.
4 An AI system is an AI-based system that is able to perform tasks such as visual perception, speech recognition, decision-making and 
translation between languages by using machine learning (ML) (including deep learning) or non-ML expert systems (based on rules such as 
decision trees). For example, an ML-enabled medical device uses ML, in part or in whole, to achieve its intended medical purpose and can 
therefore be considered an AI-based system.

https://www.who.int/tools/global-benchmarking-tools
Michele
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3. DEFINITIONS, FUNDAMENTAL CONCEPTS  
AND DECLARATIONS OF INTEREST 

For the purpose of this document, some key terms and concepts are defined and/ or explained in the Annex, as 
is the approach used to assess and manage external participants’ declarations of interest.



Regulatory considerations on artificial intelligence for health 

4

4. KEY ARTIFICIAL INTELLIGENCE APPLICATIONS IN 
HEALTH CARE AND THERAPEUTIC DEVELOPMENT

AI is increasingly being explored to advance health care on multiple fronts. The blending of technology and 
medicine in research and development is facilitating a wealth of innovation that continues to improve (9). Many 
health-related AI systems already exist or are being developed to meet a variety of stakeholders’ needs in health 
care and therapeutic development. These solutions have wide-ranging uses across the spectrum of health-care 
delivery and therapeutic development. For instance, AI systems are being used in health care to support patients 
throughout the diagnosis and treatment of a disease, using solutions that support adherence to therapeutics 
and enhance communication capabilities with care providers. 

Health care is becoming more patient-centric with personalized approaches to decision-making. This allows 
data to be used to improve patient and population wellness, patient education and engagement, prevention and 
prediction of diseases and care risks, medication adherence, disease management, disease reversal/remission, 
and individualization and personalization of treatment and care. Toward these ends, AI is increasingly being 
incorporated and utilized in the clinical setting. For instance, AI-enabled medical devices are being utilized to 
support clinical decision-making, and AI systems can facilitate clinical assessment of patients and care triaging. 
AI systems are also being used in the development and evaluation of medical products, including during drug 
discovery to identify potential therapeutic candidates and in clinical research for patient enrichment. Figure 1 
illustrates areas of AI research and development across the spectrum of health-care delivery and therapeutic 
development. The figure does not show an exhaustive listing of all AI applications but instead provides examples 
that are meant to show the broad range of current and potential uses of AI systems.
 

FIGURE 1.  A general spectrum of AI research and development in health-care delivery and therapeutic 
 development
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The spectrum in Figure 1 assists in determining what regulatory considerations may be applicable and how they 
can be implemented. This document describes a selection of key regulatory considerations and discusses topic 
areas that are relevant to many stakeholders in the current AI for health ecosystem. 
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5. TOPIC AREAS OF REGULATORY CONSIDERATIONS 

AI systems may be utilized across all aspects of health care and therapeutic development. Regardless of the 
category of the AI system application, regulators are keen to ensure not only that the AI systems are safe and 
effective for intended use but also that such promising tools reach those who need them as fast as possible. 
Dialogue between all stakeholders participating in the AI for health ecosystem – especially developers, 
manufacturers, regulators, users and patients – is highly advised as the AI community matures. Consequently, 
this publication aims to establish a common understanding of the use of AI systems in health that can be relevant 
to stakeholders. 

The topic areas’ subgroup leads performed a systematic literature review in 2020 of scientific publications 
in PubMed and other databases which included current guidelines and good practices in health care and 
therapeutic development. These sources were considered to define the list of topic areas of regulatory 
considerations for the use of AI in health care and therapeutic development. At its first meeting, the WG-RC 
discussed the proposed topic areas and sought consensus to focus its deliverable on the six key areas listed in 
Table 1 while also discussing the remaining sections of this publication. The working group was divided into six 
subgroups composed of subject matter experts who drafted a section on each topic area. 

The WG-RC stressed that this list is not a fully inclusive list of key considerations. The working group expects 
that the list will serve as a starting point for future deliberations and subsequent updates. For example, global 
systems for protecting intellectual property (IP) may be an important area to discuss as part of cross-jurisdiction 
regulations for some stakeholders (mainly AI system developers and manufacturers), and also in relation to, 
for instance, the protection of AI-related inventions by way of laws on patents and trade secrets. Although not 
addressed in this report, the World Intellectual Property Organization (WIPO) has already begun a dialogue on AI 
and IP (10). Thus, WHO will engage in this work together with WIPO and other relevant stakeholders.

TABLE	1. Six key topic areas of regulatory considerations

Topic Area No. Topic Area Name

Topic Area 1 Documentation and transparency

Topic Area 2 Risk management and AI systems development lifecy-cle approaches

Topic Area 3 Intended use and analytical and clinical validation 

Topic Area 4 Data quality

Topic Area 5 Privacy and data protection 

Topic Area 6 Engagement and collaboration

DOCUMENTATION AND TRANSPARENCY

Michele
Evidenziato

Michele
Evidenziato

Michele
Evidenziato

Michele
Evidenziato

Michele
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DOCUMENTATION AND TRANSPARENCY
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5.1   Documentation and transparency
Documentation and transparency are critical concepts that are essential for facilitating scientific and regulatory 
assessments of AI systems. They also help ensure trust not only in the AI system itself, but also between 
developers, manufacturers and end-users. Accurate and comprehensive documentation is essential to allowing 
a transparent evaluation of AI systems for health. This includes undertaking a total product lifecycle approach 
to pre-specifying and documenting processes, methods, resources and decisions made in the initial conception, 
development, training, deployment, validation (data curation or model tuning) and post-deployment of health-
related AI systems that may require regulatory oversight. The following discussion focuses on some elements 
related to documentation and transparency but is not fully inclusive of all of the factors that are relevant to this 
important area.

Effective documentation and transparency help establish trust and guard against biases and data dredging. The 
same regulatory expectations and standards that ensure the safety and effectiveness of regulated products also 
apply to AI systems used in regulated areas. It is important for regulators to be able to trace back the development 
process and to have appropriate documentation of essential steps and decision points. For instance, aspects 
requiring careful documentation include specifying the problem that developers are attempting to address, the 
context in which the AI system is proposed to function, and the selection, curation and processing of training 
datasets used in the development process. 

Documentation should allow for the tracking, recording and retention of records of essential steps and decisions, 
including justifications and reasoning for deviating from pre-specified plans. Effective documentation may also 
help to show that developers and manufacturers are taking into consideration the full complexity of the context 
within which the AI system is expected to operate. Moreover, developers and manufacturers should describe how 
the AI system is addressing the needs of users and why widening the user base would be appropriate. Without 
transparent documentation, it becomes hard to understand whether the proposed approaches will generalize 
from the retrospective clinical evidence presented in the regulatory submission to real-world deployments in 
new settings, which may markedly reduce performance (11). Figure 2 shows examples of essential steps and 
decision points that developers and manufacturers are encouraged to consider for documentation purposes. 

Different entities with multidisciplinary expertise are likely to be involved in the development of AI systems 
for health and therapeutic development. There is a need to develop a shared understanding of procedures 
required for transparent documentation and to show that decisions are scientifically sound. Systems used to 
track and document the development processes and key decision points should record access and should be 
protected against data manipulation and adversarial attacks.

Documentation and transparency should not be seen as a burden but as an opportunity to show the strength 
of a science-based development that considers the full context in which the AI system is expected to be utilized, 
including the characteristics of end-users. Tools and processes for documentation should be proportional to 
the risks involved. Conversation with regulatory authorities prior to or in the early stages of development is 
encouraged and may provide vital help in informing documentation needs. 

Beyond the regulatory perspective, it is important to note that effective documentation and other steps that help 
ensure transparency are important ways to establish trust and a shared understanding of AI systems in general. 
Steps to facilitate transparency include: publishing in peer-reviewed journals; sharing data and datasets; and 
making code available to foster mutual learning and facilitate additional studies. Academic institutions, medical 
journals, regulatory organizations and other stakeholders are working on advancing transparency for the use of 
AI in diagnostic and therapeutic development. 
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Collaborations – such as Consolidated Standards of Reporting Trials for AI (CONSORT-AI) (12) and Standard 
Protocol Items: Recommendations for Interventional Trials for AI (SPIRIT-AI) (13) – have given useful guidance 
about how to design studies to collect clinical evidence where AI systems are used, as well as how to publish 
the results. Transparency is not only an important consideration for building trust but can also be a useful 
tool for educating end-users. This can be achieved, if appropriate, by adapting communication strategies to 
the needs of end-users and other stakeholders such as patients and communities. As outlined in Figure 2, the 
development process of an AI system is multifaceted. A methodical approach to documentation throughout the 
full development cycle, including deployment and post-deployment, should be considered. 
 
The following are some elements that might be useful to consider in terms of documentation and record 
retention. 

5.1.1	 Documentation	across	the	total	product	lifecycle	–	ensuring	a	quality	continuum

Developers should design, implement and document approaches and methods to ensure a quality continuum 
across the development phases. Effective documentation outlining all phases of development would further 
enhance confidence in the AI system and would show how expected and unexpected challenges are identified 

Ideation & 
conception

Development & 
validation

Development & 
post-deployment

Quality continuum across the lifestyle

•  Context – problem to be 
solved

•  Supporting science
•  Pre-specified 

development plans
•  Pre-specified validation 

and deployment plans 
including risk and error 
mitigation if neede

•  Pre-specified plan 
for incorporating 
modifications and update 
for post-deployment if 
appropriate

•  Development and 
decision-making 
processes

•  Validation and testing 
steps and associated 
choices of approaches, 
data/datasets and 
resources including 
rationale for such 
decisions

•  Tracking and justification 
of deviations from initial 
pre-specified plans

•  Detailing the results of 
the applied changes and 
modifications

•  Detailing any unexpecte 
outcomes and functions

•  Performance data 
collection including 
detailing expected and 
unexpected findings and 
deviations from pre-
specified plans

•  Detailing steps/decisions 
to utilize learning to make 
modifications and updates 
including the rationale

•  Tracking and detailing of 
risk and error mitigation 
steps if appropriate

FIGURE 2.  Examples of key development decision points in the development of AI systems 

Learning and data from post-deployment informing upates, modifications, and future development
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and managed. Validation processes and benchmarking should be carefully documented – including the 
decisions for selecting specific datasets, reference standards, parameters and metrics to justify such processes. 
For example, careful consideration should be given to documenting how and why specific data or datasets are 
selected to train, externally validate and retrain the model (e.g. post-deployment retraining).

5.1.2	 Pre-specification	and	documenting	the	medical	purpose,	clinical	context	and	
development 

The intended medical purpose/function of the AI systems should be clearly documented. For instance, what is 
the problem that the AI system aims to resolve? This should take into consideration the full clinical and health 
contexts in which a tool is expected to function. For example, clinical care environments can be vastly complex 
and may involve several individuals with different roles and expectations. Documenting how the AI system should 
function in such active environments must be considered. As shown in Figure 3, there are multiple processes, 
testing/validation steps and protocols that should be pre-specified and documented. Pre-specification is one 
of the most important elements that supports trust and confidence in the development process. This will show 
evidence of a coherent development process and will be the basis for justifying any future changes. 

5.1.3 Deployment and post-deployment

AI systems may be designed using data and datasets from specific populations. As with any therapeutics, once 
deployed, the AI systems will be utilized by a larger population and potentially variable end-users. Careful 
deployment plans and justification for targeting different end-users should be considered. Manufacturers should 
be obliged to carry out post-market surveillance, which is the systematic process for collecting and analysing 
experience gained from AI systems that are considered to be medical devices that have been placed on the market 
(14). Deviations from pre-specified plans, updates or changes to the AI system, post-deployment performance, data 
capture and approaches to continued assessment of the system should also be documented. Such approaches 
will be increasingly relevant once there is a wider understanding that AI systems may change after deployment.

5.1.4 Risk-based approach and proportionality

Regulatory frameworks recommend a risk-based approach with processes in place to identify and mitigate 
errors, biases and other risks in a manner proportional to their importance. A risk-proportional approach 
should also be considered for the level of documentation and record-keeping for AI systems. Developers of AI 
systems should keep in mind that regulatory organizations have avenues for dialogue and discussion that can 
be used to shed light on regulatory requirements.

RISK MANAGEMENT AND  
ARTIFICIAL INTELLIGENCE SYSTEMS  

DEVELOPMENT LIFECYCLE APPROACH
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5.2	 Risk	management	and	artificial	intelligence	systems	development	lifecycle	
approac
AI systems fall into many categories – e.g. devices that rely on AI and are used as medical devices (commonly 
known as SaMDs, which is short for “Software as a Medical Device”). Such categories of AI systems are defined 
by the IMDRF as “software intended to be used for one or more medical purposes that perform these purposes 
without being part of a hardware medical device” (15). However, the regulatory considerations for such a category 
of AI systems are similar to those of typical software that are regulated as medical devices, with the addition of 
considerations that may include continuous learning capabilities, the level of human intervention, training of 
models, and retraining (15). Furthermore, a holistic risk management approach that includes addressing risks 
associated with cybersecurity threats to an AI system, and the system’s vulnerabilities, should be considered 
throughout the total product lifecycle. This topic area aims to present a holistic risk-based approach to AI 
systems in general, and to those used as medical devices in particular, throughout their lifecycle, including 
during pre- and post-market deployment.

5.2.1 AI systems during the development and deployment process

Figure 3 illustrates the process of development and deployment of an AI system. Developers and implementers 
should establish measures to ensure responsible development of AI systems.
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FIGURE 3.  The process of developing and deployment of the AI system (16) 
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Figure 3 shows that all activities related to the design, development, training, validation, retraining and 
deployment of AI systems should be performed and managed under a quality management system based on 
ISO 13485 (16). For clinical endpoints, AI-specific monitoring dimensions include confidence (17), bias and 
robustness (18).

5.2.2	 AI	systems	development	lifecycle	

An AI system development lifecycle approach can facilitate continuous AI learning and product improvement 
while providing effective safeguards. This can be achieved if the development lifecycle approach involves 
appropriate development practices for the AI system. This approach could also potentially increase the 
trustworthiness, and assure performance and safety, of the AI system. An example is the Total Product Lifecycle 
(TPLC) approach (4) that could include the following four components (as illustrated in Figure 4): 

Good machine learning practices

FIGURE 4.  AI system Total Product Lifecycle approach on AI workflow (4) 
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• demonstration of a culture of quality and organizational excellence of the manufacturer of the AI systems;
• pre-market assurance of safety and performance; 
• review of AI systems’ pre-specifications and algorithm change protocol; and
• real-world performance monitoring. 

 

5.2.3 Holistic risk management

Holistic risk evaluation and management should be considered, taking account of the full context in which the 
AI system may be used. This could include not only the software or AI system that is being developed, but also 
other software that may be used within the same environment or context. Other risks, such as those associated 
with cybersecurity threats and vulnerabilities should be considered throughout all phases in the life of a 
medical device. Consequently, manufacturers of AI systems should employ a risk-based approach to ensure 
that the design and development of AI systems used as medical devices include appropriate cybersecurity 
protections. Doing so necessitates that manufacturers take a holistic approach to the cybersecurity of the 

Security risk analysis

Security risk evaluation

Evaluation of overall residual security risk acceptability

Security risk control

Security risk management report

Production and post-production information

•  Intended use an identification of characteristics related to the security of the 
medical device

•  Identification of threaths, vulnerabilities, assets and adverse impacts
•  Estimation of the risk(s) for each applicable threat and vulnerability 

combination

•  Security risk control option analysis
•  Implementation of risk control 

measure(s)
•  Residual risk evaluation

• Risk/benefit analysis
•  Risk arising from risk control 

measures
• completeness of risk control

Se
cu

rit
y 

ris
k 

as
se

ss
m

en
t

Se
cu

rit
y 

ris
k 

m
an

ag
em

en
t

FIGURE 5.  IMDRF schematic representation of the security risk management process (19) 
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FIGURE 6.  General AI medical device risk management approach
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device by assessing risks and mitigations throughout the AI system’s development life cycle. In order to achieve 
this, the IMDRF has published a security risk management process, as illustrated in Figure 5.

However, to facilitate AI systems risk management, a general holistic management approach is introduced in 
this subsection with three broad management categories: pre-market development management, post-market 
management and change management. These categories are illustrated in Figure 6 and are discussed below:
 

• Pre-market development management 
There is a need for transparency regarding the functioning of any manufactured AI-based devices to ensure that 
users can have a better understanding of the benefits, risks and limitations of these AI-based systems (20). In 
addition, the controls and measures put in place to ensure that a developed AI system functions as expected 
while minimizing risk of harm should be proportional to the risks that could occur if the AI system were to 
malfunction. For instance, failure of an AI system that is designed to encourage adherence to a healthy diet is 
different from one that is designed to diagnose or treat certain diseases and pathologies. Therefore, developers 
should consider a risk-based approach through all processes to prioritize safety. Developers need to consider 
both the intended use of the AI system and the clinical context in order to evaluate the level of risk. For instance, 
the IMDRF risk framework for SaMD (21) identifies two major factors that may contribute to the impact or risk of 
an AI system. The first factor is the significance of the information provided by the AI system to the health-care 
decision. The significance is determined by the intended use of the information – to treat or diagnose, to drive 
clinical management, or to inform clinical management. The second factor is the patient’s health-care situation 
or condition – which is determined by the intended user, disease or condition, and the intended population for 
the AI system – i.e. critical, serious or non-serious health-care situations or conditions. Taken together, these 
factors relating to the intended use can be used to place the AI system into one of four categories from lowest 
risk (I) to highest risk (IV) to reflect the risk associated with the clinical situation and device use.

The intended use and risk classification should be considered when testing different models and balancing 
trade-offs such as transparency and accuracy. In cases where training datasets are limited, simpler models, such 
as regression or decision-tree models, often provide equivalent or better results than more complex models and 
have the added benefit of more transparency and interpretability. On the other hand, in cases with larger and 
more complex datasets, complex models such as deep learning networks may not lend themselves to being 
explainable but may provide greater accuracy than simpler models. However, in cases in which there is a greater 
risk of harm, stakeholders should consider discussing the risks and benefits of choosing a more complex model 
and whether there are ways to mitigate the lack of interpretability and transparency and to build trust in the 
model through additional validation measures.
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Table 2. AI systems risk classification (21)

State	of	health-
care situation or 
condition

Significance	of	information	provided	by	the	AI	system	to	the	health-
care decision

Treat or diagnose Drive clinical 
management

Inform	clinical	
management

Critical IV III II

Serious III II I

Non-serious II I I

Furthermore, depending on the level of risk, some AI systems may be approved as being available for full 
deployment whereas others may be initially authorized for deployment in more “AI-ready” institutions. “AI-
ready” institutions are those which are certified on the basis of having stringent levels of surveillance in place 
with responsive back-up systems to handle any failure of the algorithm in order to minimize risk of patient 
harm. 

Overall, it is important to achieve transparency between all AI-system stakeholders, including the developers, 
manufacturers, regulatory authorities and implementers (i.e. users in health-care settings, such as medical 
practitioners). Appropriate documentation of risk management and proper auditing procedures are examples 
of ways that help assure transparency. In general, auditing of specific key components of the AI medical device 
should be considered (e.g. certain software, hardware, training data, failure cases). For instance, it is important 
to do version control with training data because more data are added with each update. If an algorithm suddenly 
deteriorates in performance after an update, an inspection of everything that contributed to the update may 
be desired. In most cases, the element that will have changed is the addition of new training data by the 
developer (rather than changes to the software itself, such as modification to the neural networks). Moreover, 
given how unpredictable changes in performance can be for AI, it is recommended to have active reporting 
and investigation of failure cases (in the CONSORT-AI guidelines) – although it is not prescriptive, given the 
wide range of available reporting and investigation avenues from common-sense clinical auditing (i.e. human 
inspection) to technical solutions based on inference. 

Although not specific to AI, there is a thickening web of country-, nation- and jurisdictional-specific legislations 
and laws that manufacturers and developers may need to consider for the development and deployment 
of regulated AI medical devices in health care. Such legislation includes the Personal Data Protection Act, 
Human Biomedical Research Act, Private Hospitals and Medical Clinics Act, Health Insurance Portability and 
Accountability Act and General Data Protection Regulation (GDPR). Compliance with relevant laws (local, cross-
jurisdictional laws and data protection acts) needs to be demonstrated by manufacturers and developers of 
medical devices whether they embed an AI component or not. 
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• Post-market management
Post-market monitoring and surveillance of AI medical devices allows timely identification of software- and 
hardware-related problems which may not be observed during the development, validation and clinical 
evaluation of the device. New risks may surface when the software is implemented in a broader real-world 
context and is used by a diverse spectrum of users with different expertise. Companies involved in distributing 
AI medical devices (manufacturers, importers, wholesalers, authorized representatives and registrants) are 
required to comply with their post-market duties and obligations which include reporting to relevant regulatory 
authorities in any of the following circumstances (14,16):

• any serious public health threat;
• death, serious deterioration in the state of health of patient, user or another person has occurred;
• death, serious deterioration in the state of health of patient, user or another person may have occurred;
• any field safety corrective action (such as return of a type of device to the manufacturer or its 

representative [also known as recall in some jurisdictions]; device modification; device exchange; device 
destruction; advice given by the manufacturer regarding the use of the device).

Furthermore, manufacturers should proactively collect information (through scientific literature and other 
information sources such as publicly accessible databases of regulatory authorities, user training and surveys) 
as part of their post-market surveillance plan. The plan should outline how manufacturers will actively monitor 
and respond to evolving and newly-identified risks. Key considerations for the post-market surveillance plan 
include (16): vulnerability disclosure, patching and updates, recovery and information-sharing. Additionally, 
as part of the post-market duties and obligations, companies involved in distributing medical devices 
(manufacturers, importers, wholesalers and registrants) are required to report adverse events associated with 
the use of software medical devices to relevant regulators.

In general there is a need for both post-market clinical performance follow-up and periodical safety checks 
to report any potential harm. The intensity of post-market surveillance by the manufacturer may be risk-
proportionate (according to consequences of failure [creating potential risk of harm] and likelihood of early 
detection of such failure). Finally, post-market surveillance requires a minimum level of evaluation for each 
site in order to ensure that potential algorithm vulnerabilities due to variation in local environments can be 
detected.

FIGURE 7.  The United Kingdom’s National Health Service A buyer’s guide to AI in health and care (22)
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For example, the AI Lab of the National Health Service (NHS) in the United Kingdom of Great Britain and Northern 
Ireland published guidance to accelerate a safe and effective adoption of AI in health (22). The guide lists 10 
questions in four categories to help buyers of AI products to make informed decisions, identify problems, assess 
products, and consider issues relating to implementation, procurement and delivery (Figure 7). 
  

• Change management
In view of the character of AI systems, it is important that the regulatory system enables continuous modifications 
for improvement to be made throughout the AI system’s development lifecycle. The term “change” refers to 
such modifications, including those performed during maintenance. 

There are several proposed change management models and approaches for AI-based systems. Some consider 
change as part of the total development lifecycle (as in the TPLC approach) (4) (Figure 4). Other models focus 
on the change management process in the total lifecycle of medical device products which can be continuously 
improved. An example of this is the approach implemented by the Ministry of Health, Labour and Welfare of 
Japan and adapted in the Pharmaceuticals and Medical Devices Act as Post-Approval Change Management 
Protocol (PACMP) for medical devices (23) (Figure 8).
 

Regular approval process

Approval process using PACMP

FIGURE 8.  Post-Approval Change Management Protocol for medical devices
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5.3  Intended use and analytical and clinical validation
In principle, regulatory mechanisms are in place to answer the question: “Do the available data (included in 
the regulatory submission) support the conclusion that an investigational or experimental AI system is safe 
and performs sufficiently well to justify entry into the market and public access?” In addition to the principles 
discussed in 5.1 and 5.2, one also must consider assessing if the use of the system is safe (i.e. it will not harm 
the user, the patient or other persons) and if the claims made about its performance can be verified (see Figures 
9 and 10). Evaluation of these claims for AI systems requires a clear use case description, demonstration of 
analytical and clinical validation, and assessment of the potential for bias or discrimination in the AI system. 
 

5.3.1 Use case description, analytical and clinical validation

Clinical evaluation is the review of evidence that demonstrates the safety and performance of a given product 
for a given intended use. For AI systems (especially devices that rely on AI and are used for medical purposes), 
guidance is useful for collecting evidence of analytical and clinical validation. The performance of AI systems can 
be changed rapidly – not only as a result of a code change but also to provide different or additional training/
tuning data. Consequently, clinical evaluation that takes account of TPLC from development to analytical and 
clinical validation and to post-market surveillance should be considered for AI systems. 

FIGURE 9.  Domains of health technology regulation, assessment and management for drugs and devicesh
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This topic area covers the considerations of use case descriptions (including statements of intended use) and 
analytical and clinical validation. These considerations follow the framework proposed by the WHO/ITU FG-
AI4H Working Group on Clinical Evaluation (WG-CE) (24). A full description of this framework can be found in 
the deliverable for the WG-CE. The following section describes the key considerations and best practices, and 
builds on the important work of national and regional regulatory authorities and international bodies such 
as IMDRF. It is not intended to replace the work of these bodies. By outlining key considerations, this report 
draws attention to challenges that remain in this rapidly changing field. For instance, particular consideration 
is given to under-resourced settings which may have limited regulatory capacity at national level. The role of 
benchmarking in the evaluation of AI systems in health is also explored. Evaluation principles are applied to this 
topic area, and to the work of the WHO/ITU FG-AI4H in which benchmarking evaluation is a key component (25). 

5.3.2 Intended use

AI systems are complex, dependent not only on the constituent code but also on the training data, clinical 
setting and user interaction. They are often situated in a complex clinical pathway or are being introduced into 
new clinical pathways altogether (e.g. into new telemedical pathways or as part of new triage tools). Therefore, 
for AI systems, safety and performance can be highly context-dependent. The description of the use case has 
a substantial role both to inform end-users where the tool can be utilized safely and appropriately and, in 
regulated AI systems (the statement of intended use), to allow regulators to assess whether the evidence of the 
analytical and clinical validation steps is appropriate and sufficient for the intended use. 

When developing a health-related AI system, it is important to describe the relevant use case. This consideration 
should cover the setting (geography, type of care facility), the population (ethnicity, race, gender, age, disease 
type, disease severity, co-morbidities) the intended user (health-care provider or patient) and the clinical 
situation for which it is intended. Many interventions, tests and guidelines are prone to bias, and this is 
a particularly important consideration for AI systems which are highly sensitive to the characteristics of the 
data they were trained on and are prone to failure with unseen data types (such as a new disease feature or 
population type or context that was not previously encountered). Developers and manufacturers should 
also provide a clear clinical and scientific explanation of their tool’s intended performance, including the 
populations and contexts for which it has been validated for use. Standardized reporting templates common 
to all stakeholders can help to communicate the intended use more effectively (26, 27, 28). For some intended 
use cases there may be clear reasons why analytical performance of the tool would differ in different settings 
(29) (e.g. a symptom checker may perform differently in areas with a disease epidemiology that is different from 
the data on which it was trained). If this is the case, systematic known differences in performance should be 
included in the intended use statement. For other intended use cases, there may be emerging evidence that the 
tool under consideration, or another very similar tool, has been shown to have similar analytical performance 
in a wider setting than those in which the tool was initially developed and validated (30) (e.g. retinal tools have 
been shown to have a similar performance in different populations (31)). Understanding of the generalizability 
of similar tools may be taken into account when providing a statement of the intended use or description of the 
use case (32).

As part of the risk management process, regulators may wish to request evidence that developers have 
considered whether there are situations in which a tool should not be used (e.g. if there are insufficient training 
data for a particular patient group, or absence of validation in a particular setting), or if there are potential risks 
from use outside of the intended settings.
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5.3.3	 Analytical	validation	(also	referred	to	as	technical	validation)

For the purposes of this document, analytical validation refers to the process of validating the AI system 
using data but without performing interventional or clinical studies. This may also be referred to as technical 
validation. Appropriate analytical validation demonstrates that a model is robust and performs to an acceptable 
level in the intended setting. It also enables the understanding of potential bias and generalizability (and any 
steps taken to understand these).

Developers and manufacturers should provide a description of the datasets used in the AI system’s 
training, tuning, testing and internal validation. The description of the intended use case (which can be on 
standardized reporting templates) should cover the size, setting, population demographics, intended user 
and clinical situation (with input and output data). Transparency and documentation on dataset selection and 
characteristics are critical to ensure that AI systems are used appropriately. Developers and regulators may 
expect that the AI system has been externally validated in a dataset different from that in which it was trained 
and tested in order to demonstrate the model’s external validity and generalizability beyond the original 
dataset. The external validation dataset is expected to be representative of the setting and population that 
are described in the intended use (gender, race, ethnicity) in order to demonstrate robust performance in the 
intended setting. The validation dataset should be of adequate quality, with appropriate robustness of labels. 
As part of the risk management process, it is important to identify any cases that are, or may be, high-risk (28).
 
Although bias, errors and missing data are not unique to AI development, they are nevertheless serious 
concerns, which may arise for many reasons – including unequal and non-representative training or validation 
datasets, or structural bias in the systems where training data is generated (e.g. health-care settings). Reporting 
the gender, race and ethnicity of persons in the training and validation data cohorts, if feasible, can help to 

FIGURE 11.  Overview of framework for clinical evaluation of AI models in health developed by the  
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address the potential for bias and can avert its impact. For example, a better understanding of bias may help 
identify populations for which an AI system may not function as expected. Post-market surveillance can also 
provide insights into the impact of potential bias.

Obtaining datasets for training, testing and validation that are sufficiently representative and of sufficient 
quality can be difficult. Local, regional and national bodies interested in procuring AI systems could hold their 
own hidden dataset to enable external validation (e.g. a recent scheme of the United Kingdom of Great Britain 
and Northern Ireland’s NHSX has nationally-representative datasets for some common use cases). Access to 
representative datasets for validation is a particular concern in many low- and middle-income countries. Where 
datasets are available in low-resource settings, there may also be limitations in the quality of the data. The 
ability to produce robust datasets with high-quality ground truth labels is likely to be affected by limitations 
elsewhere in the health setting where there may be barriers that impede access to diagnosis and treatment. 
These major challenges – which have the potential not only to propagate inequality of access but also to 
compromise safety and performance of AI-based tools – are potential areas for future work. In this regard, the 
newly launched International Digital Health & AI Research Collaborative (iDAIR) (33) notes that collaborative, 
distributed and responsible use of data is at the heart of its strategic plan.

While most regulatory agencies have national or regional remits, some countries with limited regulatory 
capacity tend to rely on decisions made by other major regulators. The availability of independent, hidden, 
representative datasets also offers particular advantages to countries that do not have their own regulatory 
process, or where regulatory decisions may be informed by dossiers provided to other bodies. However, the 
performance of AI-based systems is highly dependent on the context. In order to rely on regulatory review and 
decisions, many regulators (whether national or regional) could perform analytical validation as a second local 
validation step to ensure that the performance metrics obtained are consistent with those demonstrated in other 
regulatory jurisdictions. This could be best prioritized through a needs-based approach – e.g. the identification 
of key areas in which AI-based tools are promising and could provide local value – and the potential prospective 
creation of datasets to support validation.

In order to understand the performance of an AI system, evaluation against an accepted standard should 
be made. The most appropriate standard for comparison may differ by intended use but commonly-used 
standards are human performance in a similar task or other models (e.g. derived from logistic regression) with 
strong evidence-based or mandated standards of accuracy, sensitivity and specificity (such as for screening 
tools). Depending on the intended use case, the requirement for comparative performance may be more or 
less stringent (e.g. when used as a triage or screening tool, a different level of comparative performance may be 
acceptable compared to a tool used for diagnosis). 

Some limited comparative benchmarking of AI systems has been performed in a single setting but may become 
more common as the number of available tools increases (34). In the future, if an AI system has proven clinical 
efficacy and safety in a particular setting, it may be possible and appropriate to benchmark other newer tools 
against that AI system to understand potential similarity of performance. Benchmarking software is being 
developed as part of the work of the Open Code Initiative (35). Platforms such as this may also be useful as ways 
to perform repeated algorithmic validation of models that have been updated. However, this is currently not 
the case for any use cases, and benchmarking thus far has been used only to understand comparative analytical 
performance. In addition, repeatedly using the same data for benchmarking multiple updated models (and 
thus, even if inadvertently, for training the test) risks introducing bias, and this should be taken into account 
when benchmarking is considered. 
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A designated FG-AI4H working group on data and AI solution assessment methods (36) provides guidance on 
the methods, processes and software development for the analytical validation of health-related AI systems 
(28).

5.3.4 Clinical validation

Analytical validation performed retrospectively on an existing dataset gives measures of performance (accuracy, 
negative predictive value, positive predictive value) but does not allow for evaluation of other factors that may 
affect performance of the tool (e.g. user interaction, workflow integration, and unintended consequences of the 
tool within a complex clinical pathway). 

Both national and international bodies have proposed a graded set of requirements based on risk for digital 
health tools (including significance of the information provided by the tool and the state of the health condition) 
(37, 38). The IMDRF document on clinical evaluation of SaMD (Table 2 (21)) proposes that devices in category I 
are the lowest-risk tools that have evidence of analytical validity, and that a novel tool in this category would 
require manufacturers to collect real-world performance data and generate a demonstration of scientific 
validity. For higher-risk SaMD, clinical evaluation evidence is expected on the basis of evidence of analytical 
validity. There is no universal agreement on the appropriate level of evidence of adequate clinical performance 
for a novel AI tool before deployment and this is the subject of a separate working group within the FG-AI4H 
(Working Group on Clinical Evaluation).

Randomized clinical trial data are the gold standard evaluation of comparative clinical performance, and may 
be appropriate for the highest-risk devices where an AI tool has no demonstrated performance in that setting, 
or for large national procurement bodies that seek evaluation of performance before national expenditure. A 
trial that is expected to guide clinical practice should have a clinically meaningful primary endpoint (morbidity, 
mortality) but, in certain situations, event rate or time lag between the trial and the endpoint may result in a 
more feasible surrogate endpoint. Reporting guidelines backed by the widely accepted EQUATOR network are 
now available for protocols and clinical trials using AI systems (12). However, currently there remain a small 
number of actively recruiting or completed randomized trials in this field (39).
Randomized clinical trials have potential limitations that may make other options preferable (trials can be slow, 
or expensive, and may evaluate performance in specific groups under trial conditions). Where randomized 
evidence may not be necessary (e.g. the evidence required may be proportional to the risk or cost of a tool), 
prospective validation in a real-world deployment and implementation trial, with a relevant comparison group 
showing improvement in meaningful outcomes using validated tools or widely accepted and verified endpoints 
and with systematic safety reporting, may be appropriate. Clinical performance should be considered in 
the context of the capability of the health workers, available Internet bandwidth and health informatics 
infrastructure, and real-time data pipelines. Developers should provide a description of the steps taken to 
perform clinical validation in a context similar to that available in the intended use setting.

Further consideration of the most appropriate level or type of clinical evaluation for a digital health intervention 
will be provided by the WG-CE.

In some situations, as described below, special considerations apply. For instance: 

5.3.5 Post-market monitoring

Post-market monitoring in some regulatory contexts relies heavily on reporting of adverse events. Recent 
WHO guidance recommends that proactive post-market surveillance must be carried out by the manufacturer. 
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As part of a TPLC approach to regulation in this context, further prospective post-market clinical follow-up 
should be completed after deployment. Regulators must be notified of reportable incidents (adverse events), 
and findings from more continuous monitoring using real-world data may help developers and regulators 
better understand and assure the safety and performance of these devices in real-world use. For prospective 
monitoring of real-world data, significant investment will be required in prospectively curating and labelling 
validation data. A defined period of close monitoring may be appropriate for AI-based tools for those with high 
risk given their tendency to overfit on erroneous data features and produce unpredictable errors on unseen 
data features combined with the lack of data from use in real-world settings with long-term results. Regulators 
may recommend that manufacturers develop specific market surveillance measures that are appropriate for AI 
systems.

5.3.6 Changes to the AI tool

An update of an AI tool by a change of code, change of the user interface or provision of further training data 
may alter the analytical or clinical performance of an AI system. The group are not aware of currently-approved 
medical AI systems that are “continuously learning” but anticipate that these may be developed. Such AI systems 
would require a risk–benefit evaluation in keeping with the concepts in this document and with the clinical 
evaluation of AI systems for health. Taking “checkpoints” – by evaluating the tool as it is currently performing at 
regular intervals – enables regular evaluation and could signal changes in performance. Depending on the risk 
of the AI systems and the extent of the changes, appropriate validation must be agreed by the developer and 
the regulator. Analytical validation against previously unseen datasets – or benchmarking against approved 
datasets representative of the intended setting or population – could be useful in this scenario.

5.3.7 Low- and middle-income countries

There is considerable variation in the implementation regulation for medical devices, and therefore also in 
deployed AI technologies and developed AI systems. Some countries lack a dedicated national regulatory body. 
The WG-RC meetings have provided a forum for the sharing of expertise and discussion of common problems, 
including for regulatory bodies and other interested stakeholders, some of whom have aligned remits. 
Furthermore, there are important regulatory considerations related to the intended use and analytical and 
clinical validation of AI systems in health. First, in low- and middle-income countries, one of the potential uses of 
AI technologies is in bringing specialized AI-based systems or knowledge to areas which do not have a relevant 
medical specialist (e.g. interpreting retinal scans, histopathology slides or radiology images). In high-income 
countries, AI systems are more often positioned as an adjunct to medical professionals. Using an evaluation 
performed to support regulation in a high-income setting to inform how such AI systems are used in low- or 
middle-income settings may therefore not be appropriate. Thus, the full context of health-care infrastructure 
and resources should be considered. Second, some regulatory bodies rely on decisions from other bodies to 
support their regulatory work. Given that the performance of AI systems may be highly context-dependent, 
additional steps may be required. There is a concern that developers may not ensure adaptation or evaluation 
for resource-limited settings if the market there is less attractive. Regulatory agencies in high-income countries 
could support this adaptation, which could also increase the generalizability and robustness of AI systems. 
However, this would require adaptive studies to ensure wider use in low- and middle-income countries or the 
use of incentives to encourage additional development, testing and validation. The availability of a range of 
representative datasets would support local analytical validation. Finally, AI systems for health can be highly 
sensitive to shifts in data distribution and features. They may therefore be sensitive to differences in disease 
prevalence when moving from high-income to low-income counties, with the possibility of lower performance 
without appropriate evaluation or tuning with local data.
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DATA QUALITY
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5.4 Data quality 
5.4.1 Data in current health ecosystems

The health sector has been very receptive to the benefits of AI thanks to the explosion of data and accessibility 
to computational power. Data are the most important ingredient for training AI/ML algorithms, and can be 
classified on the basis of format, structure, volume and many other factors. Data can take any form, including 
character, text, words, numbers, pictures, sound or video. Also, these data can be structured, semi-structured or 
unstructured (9). Structured data are normally stored in databases that are structured in a manner that follows 
a specific model or scheme – such as data stored in electronic medical records, mobile devices and Internet of 
Things (IoT) devices. Regardless of the format, structure or volume of the data, a more general classification can 
be based on the following 10 Vs of data (9) (as illustrated in Figure 12): Volume, Veracity, Validity, Vocabulary, 
Velocity, Vagueness, Variability, Venue, Variety and Value. 

5.4.2 Good quality data in health AI systems

All AI tasks and solutions use some form of data, regardless of their characteristics, to facilitate machines to 
learn, adapt and improve on their learning. However, data quality greatly influences the success of such 
solutions’ safety and effectiveness. “Good-quality data” is an ambiguous term that is open to misinterpretation. 
Therefore, gaining a good understanding of the datasets used, for example, from the 10 Vs perspective is crucial 
to assess data quality in AI systems during development and even afterwards. Section 5.4.3 highlights key 
challenges and considerations for all stakeholders, including developers and regulators, when handling data in 
AI systems in order to achieve good data quality.
 

5.4.3	 Key	quality	data	challenges	and	considerations	for	health	AI	systems

The availability of good-quality datasets that are clinically relevant is one of the key challenges that developers 
face. However, data of varying quality can still be used depending on the purpose, and thus developers should 
determine if available data are of sufficient quality to support the development of systems that can achieve 
their intended goal. The lack of good-quality datasets for use in the development of AI systems may hinder 
their effectiveness and potential benefits. Data that are not of sufficient quality for the intended purpose can 
also lead to many problems, such as bias and errors. Some data quality issues that often arise when developing 
AI systems, and that need to be considered by all stakeholders, are discussed in this section and summarized 
in Table 3. These issues and considerations can relate directly to dataset management, the ML model, the 
infrastructure used to manage the data, or general governance aspects, as follows:

• Dataset management. When managing datasets for ML models, a clear data management plan should 
be pre-specified and well documented. Data management approaches should be risk-based and fit for 
purpose. This may include data selection volume (including volume of data used and volume of available 
data), splitting, cleansing (including any AI algorithms that were used to clean the data), data usability 
(including how well the dataset is structured in a machine-readable format), labelling, dependencies, 
augmentation and streaming. If data augmentation is relevant, it is important to develop a clear data 
augmentation strategy. The developers should also consider putting in place good data accountability 
practices for those handling the data in order to ensure that data quality and integrity are maintained 
throughout the lineage of the data. This is also essential for knowledge management and transfer in a 
highly evolving field. Further, in addition to the handling of the data, the capacity to plan for and conduct 
data analyses is also important.
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• Data inconsistency. High heterogeneity in the syntax of the data may require harmonization in order 
to address issues related to multiple data sources with varying standards, formats, schemas, structures 
and ambiguous semantics and generate a coherent dataset for the purpose comprehensive analysis – 
which is especially challenging when using health-care data. For instance, much of the data collected 
from various information silos is inconsistent, incompatible or not executable in machine-readable 
formats. For multiple data sources, there may be variations in how the data are captured (e.g. definitions 
of individual variables).

• Dataset selection and curation. Knowing the source of data and making an initial assessment of the 
data quality can help to determine the potential for selection and information bias. Selection bias 
results when the data used to produce the model are not fully representative of the actual data that 
the model may receive or of the environment in which the model will function. In addition to selection 
bias, measurement bias is another relevant issue that results when the data collection device causes the 
data to be systematically skewed in a particular direction. Consequently, developers should be aware 
of data quality limitations when attempting to curate and utilize these large-scale datasets. Moreover, 
developers and regulators need to know where the data originally came from and how the information 
was collected and curated. This is especially important when the datasets are from an open-source 
database where the original source and specifications of the dataset may not be available. When the 
origin of data is difficult to establish, it would be prudent for developers to assess the risks of using such 
data and manage them accordingly. Finally, even if datasets are collected from reliable sources, the 
mitigation of bias and assessment and mitigation of other risks to data robustness remain essential for a 
heterogeneous dataset.

FIGURE 12.  The 10 Vs of data (9)
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• Data usability. It is essential to know whether the data used for development of the algorithm was 
intended for that training, so developers need to convey their full understanding of the dataset and why 
it was suitable for their purpose. For instance, data from a third-party source may be representative 
data intended for training purposes (e.g. case studies in tertiary education) and may not be suitable for 
training an AI model intended to diagnose a disease or condition. 

• Data integrity. Data integrity can be defined as “the completeness, consistency, and accuracy of data” 
(40). Lack of data integrity is an important issue. This can be best understood by how well extraction and 
transformation have been performed on the dataset. To maintain data integrity, data verification checks 
may be developed. Data verification checks are a key component of data quality assurance when utilizing 
real-world data. Such checks should also be the first step in data preparation for any ML workflow. 

 
• Model training. AI algorithms are usually trained on a separate dataset (called the training dataset) and 

validated on a different dataset in order to measure the performance of the algorithm reliably. Training 
datasets should be well represented (e.g. by considering the prevalence of a disease/condition) to avoid 
“class imbalance”. Medical record data is inherently biased, and therefore it is necessary to incorporate 
non-medical data such as the social determinants of health (42). Furthermore, under-representation 
of important diagnostic features may limit the performance of the model and cause bias. This can be 
avoided by ensuring that inclusion and exclusion criteria at the patient level and the data input level do 
not create a selection bias. Furthermore, when ensuring that the datasets reflect the setting in which the 
model will be applied, a lack of diverse data (age, race, geographical areas) could limit the generalizability 
and accuracy of a developed AI system. This is demonstrated by a recent study by Stanford University 
(43) which showed that 71% of patient data from just three US states train most of the AI diagnostic tools 
used in the United States of America. 

FIGURE 13.  Examples of quality check principles (41)
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• Data labelling. It is important to ensure consistent, reliable and accurate labelling of datasets for testing 
in line with good practices. In cases where subjective reference standards are used, quality will be 
influenced by many factors – such as the independence and qualifications of the graders, the number of 
graders per label, whether the reference standard is validated to correlate with patient outcomes, and 
whether the reference standard follows published metrics.

• Documentation and transparency. The algorithm and data supporting it are often not available or 
are not well documented for all AI system stakeholders. This makes it difficult to assess the quality of 
the underlying data. Transparency and careful documentation are important not only with regard to 
the methodology used in collecting data, but also for the selection and modifications of datasets used 
for training, validation and testing. Good documentation is fundamental to achieve transparency that 
enables verification and traceability. Transparency of methods should ensure data quality. Beyond the 
CONSORT-AI and SPIRIT-AI reporting guidelines, checklists have been devised by the machine learning 
community to report representativeness, completeness and other data quality characteristics (44, 45).

In addition, developers should consider deploying rigorous pre-release trials for AI systems to ensure that 
they will not amplify any of the issues discussed – such as biases and errors in the training data, algorithms, or 
other elements of system design. Furthermore, careful design or prompt troubleshooting can help identify data 
quality issues early. This could potentially prevent or mitigate possible resulting harm. Finally, to mitigate data 
quality issues that arise in health-care data and the associated risks, stakeholders should continue to work to 
create data ecosystems to facilitate the sharing of good-quality data sources. 

The list in Table 3 summarizes the key data quality considerations for AI system safety and effectiveness.5 
 

5 This list will be updated and harmonized with the work of the IMDRF. 
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Table 3. General data quality considerations

Category Data quality consideration item 

Dataset

Splitting 
Selection volume and size
Selection bias
Individual variables definitions in each dataset
Raw data versus “cleaned” data
Data wrangling and cleansing
Parameters and hyperparameters
Usability
Characterization
Labelling
Dependencies
Augmentation
Manipulation
Streaming
Interfaces
Integrity
Unique requirements
Data source

Data	infrastructure
Storage size 
Storage format 
Transformation medium

AI/ML model

Data training
Tuning data
Verification set
Validation set
Testing
Development set
Static AI versus dynamic AI
Open AI versus closed AI

Governance management

Liability 
Data access
Risk management
Data protection
Privacy
Adoption education for clinical practice 
Good practices
Standards (of care, governance, interoperability, etc.)
Scope of practice and AI model use
Technical checklist
Documentation
Transparency
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PRIVACY AND DATA PROTECTION
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5.5 Privacy and data protection 
The WHO Global Strategy on Digital Health 2020–2025 classifies health data as sensitive personal data, or 
personally identifiable information, that requires a high standard of safety and security. Therefore, the strategy 
emphasizes the need for a strong legal and regulatory framework to protect the privacy, confidentiality, 
integrity, availability and processing of personal health data. A responsive legal and regulatory framework can 
also address issues of cybersecurity, trust-building, accountability and governance, ethics, equity, capacity-
building and literacy. This will help ensure that good-quality data are collected and subsequently shared to 
support the planning, commissioning and transformation of services. 

To develop and maintain adequate data security strategies, it is important for AI system developers, deployers 
and manufacturers to understand the thickening web of privacy and data protections laws. This section 
discusses high-level considerations for privacy and data protection. For other ethical considerations, refer to 
the deliverable of the Working Group on Ethical Considerations on AI for Health6 (46). 

5.5.1 Current landscape

As the demand for health-related data increases, the protection of privacy is creating a unique challenge for all 
stakeholders wishing to benefit from the many opportunities created by AI systems and technologies. One of the 
main reasons for this is that the high dimensionality of big data could make it difficult to apply anonymization 
and de-identification methods. Additionally, ensuring that large-scale datasets are secure from unauthorized 
access at each stage of the development process – collection, storage and management, transport, analysis, 
sharing and destruction – is an important consideration. 

Some 145 countries and regions have data protection regulations and privacy laws that regulate the 
collection, use, disclosure and security of personal information (47). There are many different definitions 
and interpretations of “data protection” and “privacy”. In some cases, data protection and privacy are used 
interchangeably. However, although these concepts are similar and often overlap, their meanings are different, 
and developers should be aware of the legal and ethical implications that result from these differences.

Laws and regulations that cover “the management of personal information” are typically grouped under 
“privacy policy” in the United States and under “protection policy” in the European Union (EU) and elsewhere. 
These laws are often complex and may have conflicting obligations. When developing an AI system for 
therapeutic development or health-care applications, early in the development process the developers should 
consider gaining an understanding of applicable data protection regulations and privacy laws, including special 
regulatory provisions related to sensitive information such as genetic data. Developers should also consider 
national laws as well as regional ones. For instance, in the United States, although the Health Insurance 
Portability and Accountability Act (HIPAA) sets a baseline for protecting health data, states are empowered to 
enact stricter privacy laws (e.g. California’s Consumer Privacy Act of 2018). 

It is important to understand the jurisdictional scope of the various laws. For instance, because the scope of the 
GDPR is broad and its impact is significant, companies may want at least to evaluate the extent to which they 
are subject to it. Most privacy laws, including Singapore’s Personal Data Protection Act, apply only to personal 
data processed within the country, whereas the GDPR7 may apply to the personal data of EU citizens, regardless 

6 For a broader discussion of privacy and other ethical considerations for the use of AI, refer to the deliverable of the FG-AI4H’s Working 
Group on Ethical Considerations on AI for Health and international, regional and national recommendations.
7 See also India’s proposed Personal Data Protection Act.
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of the location where data are processed.8 As a result, companies subject themselves to compliance obligations 
under the GDPR if they are located in the EU (including if any component of the organization is located in the 
EU), if they offer goods and services to individuals located in the EU, or if they monitor the behaviour of persons 
located in the EU.

It is also important for developers to understand the varied legal contexts and requirements for privacy-related 
concepts such as “identifiable,” “anonymous” and “consent”. For example, Chapter 1 of the United Kingdom 
of Great Britain and Northern Ireland’s draft anonymization, pseudonymization and privacy-enhancing 
technologies guidance warns that referring to datasets as “anonymized” when they still may contain personal 
data in a pseudonymized form poses the risk of violating the United Kingdom of Great Britain and Northern 
Ireland’s data protection law in the mistaken belief that the processing does not involve personal data (48). 
Consent requirements also vary according to the jurisdiction. For instance, various jurisdictions may require 
“explicit consent”, with heightened information requirements for the processing of health-related data (GDPR 
Article 9) (49). Therefore, developers may wish to consider the varied legal contexts when documenting how 
they address privacy-related concepts, including measures taken to meet consent requirements, and how they 
define anonymous or identifiable information.

In addition, certain jurisdictions have data protection regulatory frameworks that introduce reciprocity-based 
rules and place restrictions on the movement or transfer of data across borders. This may have a significant 
impact on the way in which data are processed and shared between countries. These provisions serve to curtail 
transnational data flows into and out of areas that are considered not to provide an “adequate” level of data 
protection. 

Adequacy assessments may be required to determine whether a recipient country has thresholds of data 
protection laws and protections “essentially equivalent” or “substantially similar” to the jurisdiction from 
which the data were transferred. The GDPR, as a significant driver of emerging global data protection regimes, 
provides that the free transfer of personal data to third countries, non-European Union Member States, can 
primarily occur where the third country is considered by the EU Commission to have an “adequate” level 
of protection.9 As of May 2023, the EU Commission had recognized only 13 countries as providing adequate 
protection (50).

Developers should be aware of the nuances of the different jurisdictions’ regulations and laws and should 
consider documenting their data protection practices accordingly. In general, companies should consider 
keeping abreast of new laws and requirements, leveraging governance, risk analysis, policies, training and 
other strategies in a comprehensive and coherent way. 

8 Like the GDPR, the CCPA applies to natural persons who are California residents who are “domiciled in the state or who is outside the 
state for a temporary or transitory purpose”. Cal. Code Regs. tit. 18, §17014.
9 Data flows have increasingly become an important part of global interconnection and AI development. Although the Schrems II case 
pertains to the EU-US position on data transfers, the wider implications inform global data transfers and the way in which they are to be 
compatible with GDPR requirements, including the validity of standard contractual clauses which depend on whether effective mechanisms 
are in place to ensure compliance with the level of protection required under the GDPR. Data Protection Commissioner v. Facebook Ireland 
Limited, Maximillian Schrems (Case C-311/18, “Schrems II”).
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5.5.2 Documentation and transparency

Documentation and transparency are critical to facilitating trust with regard to privacy and data protection. 
Detailed privacy policy disclosures provide regulators with a benchmark by which to examine a company’s 
handling of data. These disclosures should identify significant uses of personal information for algorithmic 
decisions. Depending on the jurisdiction, the disclosures may require the inclusion of other relevant 
information – e.g. the types and sources of health data collected and processed; the identities of the persons or 
organizations which determined the purpose or means of processing personal data; the identity of the person 
or organization which processed the data; the legal bases for processing the data; how the data were collected 
(including whether adequate notice was provided to the data subject and how consent requirements were 
met); and technical and organizational information on the storage of data, including security measures. 

Developers must take privacy into account as they design and deploy AI systems. This includes designing, 
implementing and documenting approaches and methods to ensure a quality continuum across the 
development phases to protect data privacy (49).10 Privacy protections should not be limited only to addressing 
cybersecurity risks, especially since some privacy risks (e.g. harms to one’s dignity which may cause 
embarrassment or stigma, or more tangible harms such as discrimination, economic loss or physical harm) (51) 
can also arise by means unrelated to cybersecurity incidents. Therefore, when developing solutions to address 
risks, developers should have a general understanding of the different origins of cybersecurity and privacy risks 
and should develop their risk management practices accordingly (Figure 14).
 
A compliance programme should consider risks and should develop privacy compliance priorities that take into 
account any specific potential harm as well as the enforcement environment. Developers may want to consider 
including in their documentation a description of the operations involved in the processing of personal data, 
a risk assessment, and the measures implemented to mitigate risks that take account of the interests of data 
subjects. 

10 For example, a pillar of the data quality continuum in some jurisdictions, e.g., EU law, is the accountability principle. According to 
Art. 5 of the GDPR, data controllers shall abide by the five sets of principles enshrined in Art. 5(1), e.g., data minimization. Data controllers 
shall determine both technical and organizational measures to attain such ends (Art. 5(2)), throughout the entire cycle of data processing. 
Although not mentioned, the accountability principle is also at work in Art. 24(1), 25(1), and 32 of the regulation in regard to the responsibility 
of the controller, principle of data protection by design (and by default), and security measures.
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FIGURE 14.  NIST Privacy Framework – cybersecurity and privacy risk relationship (51)
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Certain regulations outline prescriptive security requirements to address cybersecurity and privacy risks – 
such as the GDPR’s data protection by design and default (GDPR Articles 25 and 32) (49) and India’s proposed 
data privacy by design policy (52) – while others include the duty to implement and maintain reasonable 
security practices and procedures appropriate to the risk.11 Privacy frameworks often include privacy impact 
assessments, which are a widely used privacy management tool to proactively evaluate and mitigate privacy 
risks. Some jurisdictions, including the EU (GDPR Article 35) (49)12, require companies to conduct these 
assessments.13 Although United States of America’s law does not require privacy impact assessments, the 
US Department of Commerce National Institute for Standards and Technology (NIST) privacy framework 
recommends that developers conduct them. According to NIST, “identifying if data processing could create 
problems for individuals, even when an organization may be fully compliant with applicable laws or regulations, 
can help with ethical decision-making in system, product, and service design or deployment” (51). This in turn 
can increase trust in the system.

Developers may also want to consider annotating their AI and having audit trails that explain what kinds of 
choices are made during the development process. Annotated notes provide “after the fact” transparency to 
outside parties and can help to explain the manner in which privacy was embedded, if applicable (53). Such 
explanations and documentation should be available at different levels of detail, targeted at different audiences 
– regulators, managers, developers, operators and users. The nature of the information and explanations 
required may differ, but all the assumptions, constraints, data sources, expected input and output, and major 
risks and limitations at each level should be clearly documented. In addition, an audit trail shows not only that 
controls have been applied but could also potentially show how damage was mitigated in the case of a data 
breach.

Many jurisdictions enforce certain cybersecurity requirements or publish guidance on cybersecurity for 
consideration by developers of medical devices. Although an in-depth discussion of cybersecurity requirements 
is outside the scope of this subsection, it is important to understand the key role that cybersecurity plays in the 
protection of personal health information. Cybersecurity focuses on specific technical implementations needed 
to protect systems and networks against cyberattacks, which could compromise both the security of health-
related systems and data as well as an individual’s privacy, which could result in harm. To provide transparency 
about cybersecurity practices, developers may wish to consider documenting practices and approaches for 
data security, including policies that help protect the confidentiality, integrity and availability of personal data 
throughout its lifecycle – such as appropriate encryption, access controls, logging methods, risk monitoring 
and methods of secure destruction. Developers may also consider documenting systems and approaches used 
to protect against data manipulation and adversarial attacks (54). For instance, blockchain-based technologies 
may be one mechanism for protecting data privacy, security and integrity for AI in a traditionally fragmented 
health information systems ecosystem for national and regional contexts (55).

11 For example: CCPA § 1798.150(a)(1), South Africa’s Protection of Personal Information Act of 2013; Israeli Privacy Protection Regulations 
(Data Security), 5777–2017 (implementing the Protection of Privacy Law, 5741–1981 of 1981); United Arab Emirates’ Federal Law No. 2 of 
2019; Kingdom of Saudi Arabia’s E-Commerce Law of 2019 and its Implementing Rules.
12 “A data protection impact assessment shall be conducted if processing is likely to result in high risk to the rights and freedoms of the 
natural persons”.
13 While risk assessments are quite common in information security standards and requirements, they are rarely seen in privacy rules 
in the United States of America. The GDPR, however, requires that an organization processing personal data must conduct a specific Data 
Privacy Impact Assessment or DPIA before beginning the processing.
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5.5.3 AI regulatory sandboxes

The above regulatory challenges are recognized by regulatory authorities and policy-makers across the 
world (56). As a result, over 50 countries are currently experimenting with sandboxes in a wide range of high-
technology sectors – notably in the financial sector but sandboxes have also gained popularity for health and 
legal services (57). The regulatory sandbox approach has gained considerable traction as a means of helping 
regulators to address the development and use of AI and other emerging technologies (57). Regulatory 
sandboxes are generally regulatory tools that allow the flexibility to test innovative products or services with 
minimal regulatory requirements (57). Consequently, regulatory sandboxes are considered an agile approach 
to innovation and regulation and thus regulatory authorities are increasingly favouring them. In the EU, 
regulatory sandboxes have been proposed for testing surveillance solutions in the fight against the COVID-19 
pandemic, and for establishing a framework for EU-wide data access. In relation to AI regulations specifically, 
the first AI regulatory sandbox pilot presumably launched in 2023 by the Government of Spain with an aim to 
provide a guide to all EU Member States and the European Commission (58). Although AI regulatory sandboxes 
raised a few concerns, they have the potential to bring many key benefits to AI system regulators, developers, 
manufacturers and even patients (57). This is because such AI regulatory sandboxes can: 1) help enable a better 
understanding of the AI systems during the development phase and before they are placed on the market; 2) 
facilitate the development of adequate enforcement policies and technical guidance that can mitigate risks and 
unintended consequences; and 3) foster AI innovation by establishing a controlled experimentation and testing 
environment for innovative AI technologies, products and services for new and potentially safer AI systems.
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ENGAGEMENT AND COLLABORATION
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5.6  Engagement and collaboration
Where applicable and appropriate, engagement and collaboration between developers, manufacturers, 
health-care practitioners, patients, patient advocates, policy-makers, regulatory bodies and other stakeholders 
can improve the safety and quality of an AI system. Many regulatory bodies have adopted engagement and 
collaborative approaches in this area, and this section discusses the approaches of five of them: the United 
Kingdom of Great Britain and Northern Ireland’s MHRA, the South African Health Products Regulatory Authority 
(SAHPRA), the European Commission, Singapore’s HSA, and the U.S. FDA. Table 4 lists examples of with whom, 
why and how these regulators foster engagement and collaboration. The examples are not meant to be 
comprehensive but instead are intended to highlight general approaches. Table 4 is followed by an analysis that 
discusses the similarities and differences in the approaches.

Subsection 5.6.2 examines two examples of engagement and communication between regulators and AI 
developers resulting in positive clinical outcomes (CURATE.AI and IDentif.AI). The last subsections consider 
the practical implications for engagement and collaboration in resource-limited settings and recommend 
ways that regulatory bodies can initiate this process even in countries without past experience in engagement 
and collaboration. This is supplemented by several narratives: how to apply engagement tools (based on 
experience) and how to position the regulator as a partner in the context of accessible dialogue, and guidance 
and recommendations during the development process.

http://CURATE.AI
http://IDentif.AI
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Table 4. Examples of regulators’ approaches to engagement and collaboration with stakeholders about the 
use of AI in health care and therapeutic development

1.		Medicines	and	Healthcare	Products	Regulatory	Agency	(MHRA),	United	Kingdom	of	Great	Britain	
and Northern Ireland

With 
whom?

Examples	of	stakeholders	with	whom	the	MHRA	engages	and	collaborates:
•  Patients/patient advocates
•  Academia
•  Health-care	professionals
 e.g. providers in the National Health Service (NHS) and private health-care providers.
•  Industry
 e.g. medical device and in vitro diagnostics industry, health technology industry.
•  Domestic government partners
 e.g. Department of Health and Social Care (DHSC), NHS England and Improvement, NICE, 

and Care Quality Commission (CQC).

Why?

Examples	of	reasons	why	the	MHRA	engages	and	collaborates	with	stakeholders:
•  Alert users to problems with medical devices and medicines.
•  Answer enquiries about roles in regulation or raise awareness of safety issues.
•  Seek feedback on development of regulatory policy, managing adverse incidents and risks.
•  Interface with United Kingdom of Great Britain and Northern Ireland government and NHS, 

including stakeholders aligned to digital and AI-related activities.

How?

Examples	of	ways	in	which	the	MHRA	engages	and	collaborates	with	stakeholders:
•  Central alerting system to the NHS and health-care providers or through professional 

groups.
•  Media, public, and other stakeholder inquiries via MHRA customer service centre, dedicated 

email inboxes, and press office.
•  Connecting with expert advisory groups, networks, and stakeholder groups on specific 

issues.
•  Consultation on engagement with patients and public (59).
•  Working-level meetings with national stakeholders, bilateral meetings with other parts of 

NHS, government and international counterparts.
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2.		South	African	Health	Products	Regulatory	Authority	(SAHPRA),	South	Africa

With 
whom?

Examples	of	stakeholders	with	whom	SAHPRA	engages	and	collaborates:
•  Patients/patient advocates
•  Academia
•  Health-care	professionals
•  Industry
 (e.g. manufacturers/ distributors, trade associations).
•  National government partners
 (e.g. National Department of Health, National Department of Trade & Industry, South Afri-

can National Accreditation Service).

Why?

Examples	of	reasons	why	the	SAHPRA	engages	and	collaborates	with	stakeholders:
•  Facilitate the approval of innovative AI systems. 
•  South African National Accreditation System (SANAS) to ensure that the Conformity Assess-

ment Body network is established in the country to certify the quality management system 
(QMS)

How?

Examples	of	ways	in	which	the	SAHPRA	engages	and	collaborates	with	stakeholders:
•  The framework for engagement and collaboration has not yet been formalized.
•  Recommended that stakeholder engagement adopt the five-step engagement model devel-

oped by TGA (60).

3.  EC (European Union)

With 
whom?

Examples	of	stakeholders	with	whom	the	EC	engages	and	collaborates:
•  Patients/patient advocates
•  Academia
•  Health-care	professionals

Why?
Examples	of	reasons	why	the	EC	engages	and	collaborates	with	stakeholders:
•  To “support the Commission in the development of actions for the digital transformation of 

health and care in the EU.”

How?

Examples	of	ways	in	which	the	EC	engages	and	collaborates	with	stakeholders:
•  By providing “advice and expertise to the Commission, particularly on topics set out in the 

communication (61) on enabling the digital transformation of health and care in the Digital 
Single Market, that was adopted in April 2018.” In particular, such topics regard health data 
interoperability and record exchange formats, digital health services, data protection and 
privacy, AI, and “other cross cutting elements linked to the digital transformation of health 
and care, such as financing and investment proposals and enabling technologies.”

Table 4. Examples of regulators’ approaches to engagement and collaboration with stakeholders about the 
use of AI in health care and therapeutic development, cont.
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4.  Health Sciences Authority (HSA), Singapore

With 
whom?

Examples	of	stakeholders	with	whom	the	HSA	engages	and	collaborates:
•  Academia (e.g. research institutions).
•  Health-care	professionals
•  Industry
 (e.g. software and AI developers, trade associations).
•  National government bodies

Why?

Examples	of	reasons	why	the	HSA	engages	and	collaborates	with	stakeholders:
•  Early engagement and support to innovators to facilitate regulatory compliance, thus facili-

tating timely access to safe innovations for patients.
•  Actively consult on new policies and guidelines related to AI and software medical devices 

to receive and incorporate stakeholders’ inputs and perspectives (Regulatory guidelines for 
software medical devices – a life cycle approach (16).

•  To work with other agencies responsible for implementation and deployment of AI and soft-
ware medical devices in the health-care system to facilitate greater adoption of innovative 
technologies in the health-care system.

How?

•  Rapid, streamlined engagement portals are available for several facets of product regula-
tion (62).

•  Specific processes that can be straightforwardly addressed include Medical Device Infor-
mation Communication System (for application submissions for licences, permits, registra-
tions, etc.).

•  Online self-help tools to determine the product classification and risk classification for med-
ical devices and simple forms to seek advice and confirmation from the HSA.

•  Medical Device Development Consultation: Online appointment booking system that al-
lows innovators and developers to seek scientific and regulatory advice during the medical 
device development phase to facilitate regulatory compliance.

•  Online stakeholder consultation process for all new and revised policies and guidelines.
•  Regular focus group discussions and engagements with industry associations and compa-

nies.

Table 4. Examples of regulators’ approaches to engagement and collaboration with stakeholders about the 
use of AI in health care and therapeutic development, cont.
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5.		Food	and	Drug	Administration	(FDA),	United	States	of	America

With 
whom?

Examples	of	stakeholders	with	whom	the	FDA	engages	and	collaborates:
•  Patients/caregivers/patient advocates
•  Academia (e.g. research institutions).
•  Health-care	professionals
•  Industry (e.g. developers, device manufacturers, drug companies, trade associations).
•  National government partners (e.g. National Institutes of Health [NIH], Office of the 

National Coordinator for Health Information Technology [ONC], Federal Communications 
Commission [FCC]).

•  Foreign government partners
•  International organizations (e.g. IMDRF, ICH).
•  Consumers/general public

Why?

Examples	of	reasons	why	the	FDA	engages	and	collaborates	with	stakeholders:
•  Facilitate patient access to technologies that can benefit them in a timely manner.
•  Support novel, innovative medical product development through early interactions with 

stakeholders.
•  Provide timely feedback on FDA policies to reduce uncertainty.
•  Communicate to the public about AI/ML devices.
•  Receive feedback on policies, guidance and discussion papers.

How?

Examples	of	ways	in	which	the	FDA	engages	and	collaborates	with	stakeholders:
•  Hold different types of pre-submission meetings to provide early feedback to sponsors.
•  Participate and lead international harmonization efforts (e.g. IMDRF, ICH).
•  Engage as members of public-private partnerships and collaborative communities. 
•  Collaborate in pre-competitive space on regulatory science research to advance scientific 

community understanding.
•  Receive formal comments on policies and guidance through the Federal Register.
•  Hold workshops and other engagement events to obtain feedback from patients, industry 

and other stakeholders.

 

5.6.1	 Discussion	on	strategies	of	profiled	regulatory	bodies

Table 4 shows the approaches of four national and one regional (in the case of the EC) regulatory body to foster 
engagement and collaboration. In the first category (“with whom?”), there are considerable similarities between 
these bodies. The shared targets for engagement and collaboration include health professionals (indicated by 
FDA, SAHPRA, MHRA, EC and HSA), academia (FDA, SAHPRA, MHRA, EC and HSA), industry (FDA, SAHPRA, MHRA, 
EC and HSA), patients or patient advocates (FDA, SAHPRA, MHRA and EC), domestic government bodies (FDA, 
SAHPRA and MHRA), media (national and trade press; FDA and MHRA), health providers (FDA and MHRA) and 
consumers (FDA and MHRA). Interestingly, the strategy paper by the US Department of Commerce’s NIST also 
refers to academia and domestic government bodies as targets for engagement and collaboration. 

In the second category (“why?”), SAHPRA notes the importance of communicating the benefits and intended 
use of devices, presumably to protect and promote public health (listed by the FDA and implied by MHRA). The 
FDA also stresses the importance of bilateral communication with stakeholders so that regulators are aware of 
developments in industry (or academia) and so that these stakeholders, in turn, are aware of developments 
in regulation. Similarly, MHRA indicates the importance of acquiring feedback about medical devices from 

Table 4. Examples of regulators’ approaches to engagement and collaboration with stakeholders about the 
use of AI in health care and therapeutic development, cont.
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stakeholders. This supports the objectives given by both SAHPRA and the EC, namely to facilitate approval 
of innovative solutions and support the digital transformation of health and care. The HSA acknowledges 
the importance of early engagement with innovators and developers to provide greater clarity in regulatory 
requirements and improve transparency in regulatory processes.

For the third category (“how?”), the FDA lists steps that are taken to foster engagement (e.g. hosting workshops, 
producing digital and print material, and offering training modules or other types of education). MHRA also 
notes the importance of holding meetings with stakeholders (including domestic government institutes and 
international counterparts). HSA has introduced a pre-market consultation scheme to support innovation and 
device development by providing scientific and regulatory advice to enable regulatory compliance by software 
and AI developers who, unlike traditional medical device manufacturers, are not familiar with regulatory 
requirements (60, 63).

5.6.2	 Two	successful	instances	of	engagement

To understand the value of engagement and collaboration between regulatory bodies and stakeholders, two 
real-world examples (Case 1 and Case 2) are described. Clear avenues for engagement between regulators 
and AI developers play a major role in ensuring that rigorous evaluation and accelerated delivery of impactful 
modalities can be realized seamlessly. One aspect is in the area of interventional AI/digital medicine, which 
involves the application of software/devices (e.g. AI-based drug development and/or dosing platforms) and/
or the application of resulting drug compounds and/or combinations recommended by these platforms (64, 
65, 66). In this context, integrating regulator accessibility with emerging innovation, sometimes in urgent 
circumstances, will ultimately result in life-saving outcomes. Importantly, these outcomes will not be confined 
to post-approval treatment but also to substantial patient benefit during the investigational stages of validation.

In Case 1, the developmental roadmap and validation of CURATE.AI and foundational technology of IDentif.AI 
were discussed with the Medical Devices Branch (16) of the HSA in Singapore. This interactive session included 
an in-depth review of the key findings of the technology platforms, the process of implementing both platforms, 
emerging statistical analysis strategies to assess effectively the personalized medicine treatment outcomes 
and regulatory routes. A broader discussion on how clinical trial designs may evolve due to the emergence of 
AI was also conducted (68, 69, 70). A clear pathway for subsequent inquiries was established, as multiple and 
frequent guidance requests were expected due to the nature of the trial designs that were envisioned. These 
included N-of-1 study designs for a broad range of indications designed for each patient. Specifically, these 
designs were personalized on the basis of (for example) the individualized dosage calibrations of the drug 
regimen (clinician-selected regimen), serial efficacy and toxicity measurements, efficacy-guided treatment 
protocols, and safety parameters. Subsequent submissions have included engagement with regulators for risk 
classifications associated with the device for each trial and subsequent discussion for submission of Special 
Access Routes (SARs) (71) for the potential rapid implementation of trials and for treatment purposes if needed. 
Rapid and informative responses and active engagement from HSA regulatory team members resulted in 
efficient turnaround times for trial initiation, which ultimately resulted in a positive outcome for a refractory 
oncology patient. A sustained track record of engagement with the regulatory community has played a key role 
in helping a clear process flow to be developed for downstream guidance requests.

Case 2 was developed in response to the COVID-19 pandemic. Specifically, a patient-derived live virus strain 
was harnessed for IDentif.AI-driven combination therapy optimization to serve as a clinical decision support 
system (CDSS). Unlike traditional AI-based approaches, this strategy did not use existing patient datasets. 
Instead, prospective experimentation was used alongside an AI-derived small data analytics strategy to 
pinpoint prospective data-backed rankings of combinations for potential further clinical consideration and 

http://CURATE.AI
http://IDentif.AI
http://IDentif.AI
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potentially for the elimination of certain combinations from further clinical consideration. The foundational 
technology for IDentif.AI was previously discussed in detail with the HSA Medical Devices Branch, and additional 
IDentif.AI SARS-CoV-2 study information was provided in the context of clinical decision support, developing 
optimized combinations pinpointed by IDentif.AI and with potential trials being designed with clinical partners. 
With regard to regulator engagement, the Medical Devices Branch of the HSA was contacted to provide device 
risk classification guidance for the submission of a Clinical Research Materials Notification (CRM-N) for study 
purposes. Obtaining a CRM-N is a required part of the submission of a clinical validation programme because 
it stipulates the prerequisite of an initial assessment of device risk from the HSA (72). The submission portal 
and portal interaction were particularly straightforward to navigate and were integrated with a uniform access 
portal which was streamlined for efficient oversight and monitoring with regulatory bodies. This further 
demonstrates the straightforward process of interaction with the HSA. This case was an example of the critical 
importance of straightforward regulator accessibility and the profoundly positive impact that this can have on 
the advancement of promising technologies towards further clinical assessment and validation.

5.6.3	 Recommended	approaches	for	countries	without	past	experience	

For countries with limited experience in engagement and collaboration (and/or limited resources), it is important 
to establish: 1) what levels of engagement and collaboration are desired; 2) what steps can and should be taken 
to achieve those levels; and 3) what challenges are presented by the technology (e.g. AI explainability).

In many cases, it is desirable to adopt regulatory models that are adaptable, flexible, modular and scalable in 
order to account for the uncertainties of innovation through appropriate oversight and coordination. These 
features fit not only the specific challenges of emerging technologies but also of the regulatory approach of 
countries without past experience in this field or with scarce economic resources. On the one hand, priorities 
should be scalable so that growing amounts of work can be suitably addressed by adding resources to the 
regulatory model. On the other hand, however, priorities should be determined in accordance with the modular 
adaptability of the steps and levels of engagement. In ecology, adaptability applies to the ability to cope with 
unexpected disturbances in the environment. In engineering, modularity refers to the interrelation of the 
separate parts of a software package or to the partitioning of the design to make it manageable. In multi-agent 
systems (MAS), it refers to the efficient usage of computational resources. We can profit from this notion to 
create adaptable policies that can be combined into regulatory systems for legal governance. The aim should be 
to address the uncertainties of innovation and to align with society’s preferences on emerging innovation, while 
allowing regulators to gain a growing understanding of technological challenges with increasing normative 
granularity (73).

5.6.4 Narrative on using engagement tools based on practical experience 

For all countries – from those with limited experience in engagement and collaboration (and/or limited 
resources) to those at the other end of the spectrum – project and programme management tools can help 
organizations (including regulators) to structure and execute their engagement with stakeholders and users. 
No matter which tool is chosen, the key to valuable engagement is to invest time, energy and thought into how 
best to engage stakeholders and then following through on that engagement for the duration of a project or 
programme. Engagement often fails if the investment is seen as a short-term rather than long-term relationship. 

The Australian Government’s recommended five-step model for engagement (60) is a good starting point for 
considering how a regulator could engage with developers of AI health products and services. In this model, 
engagement starts with thinking through the purpose of the engagement (based on what it is hoped to achieve) 
and identifying the relevant stakeholders. When planning the different levels of engagement with stakeholders, 

http://IDentif.AI
http://IDentif.AI
http://IDentif.AI
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it is recommended to map out existing relationships and to define the type of engagement and relationship 
that is needed with the stakeholder (and what type of relationship the stakeholder would be open to having). 
For instance, a digital health developer building an application (app) to support parents with children above 
a healthy weight may find that the primary health body concerned is an influential stakeholder which sets 
policies on managing children’s weight. However, this is not a body with whom the developer of the app needs 
to engage regularly, so the developer may only “inform” the health body of the project. However, a developer 
will want to work with parents of children above a healthy weight to co-design the app and ensure that it fits 
their needs. It would, therefore, be important for the developer to “collaborate” with a representative group of 
parents and establish two-way or multi-way communication and shared learning and decision-making over the 
course of the project. 

A similar approach for making sure that stakeholders are provided with the right information at the right time 
and are using optimal communication channels is outlined by one of the leading product development software 
companies (74). Within the stakeholder communication “play”, importance is placed on who the stakeholders 
are, the desired method of communication and the frequency of communication. For instance, an internal 
government project developing a digital health product will have internal stakeholders (such as funders of the 
project and policy leads) and external stakeholders (such as leading academics). The communications plan 
should outline how each stakeholder group will be addressed (email, face-to-face conversation, video call, and/
or social media) and how often there were will be contact with the stakeholder group (daily, fortnightly, and/or 
yearly) based on what the relationship with the stakeholder brings to the overall goals (i.e. information-sharing, 
co-design, and/or quality assurance). This plan can then be mapped out in a simple table (for which examples 
of headings might be: method, audience/stakeholder, content to share, why, and frequency) for the whole 
development team to follow. 

5.6.5 Narrative positioning the regulator as a partner in the development process 

As demonstrated in Table 4 and discussed in the subsequent text, multiple regulatory bodies emphasize the 
importance of open (bilateral) communication with stakeholders so that regulators are aware of developments 
in AI-based technology and so that these stakeholders, in turn, are aware of changes in regulation. This 
is because AI-based technology is constantly changing and regulation needs to be able to keep pace. The 
development, deployment, post-market surveillance and iteration of AI products and services in health care 
should therefore be an ongoing conversation between developers and regulators.  

It is recommended that regulators look at AI-based technology in health care from a mindset of accessible 
engagement that potentially, when applicable, facilitates working alongside the developer to ensure compliance 
with regulatory requirements throughout the development and implementation process. An engagement 
mindset approach to regulation is about building trusting, collaborative relationships between developers and 
the regulatory body(s), and a two-way dialogue that enables developers to learn from regulators and vice/versa. 

Furthermore, depending on a country’s regulatory arrangements, one or more regulators may be responsible for 
AI-based health products and services. This means a developer often has to work with (and meet the standards 
of) more than one regulatory body. To ensure that this is a smooth and positive experience for AI developers, it is 
again recommended that regulators take a service approach. This means that a single, clearly marked pathway 
should be established and should be followed by an AI developer when ensuring the compliance of a product 
or service. Regulators need to collaborate with each other on issues such as clear messaging to developers 
and consistent levels of engagement with developers at the right point, and by sharing what they learn from 
different engagements with developers. 
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If a country wishes to take an accessible engagement approach to the regulation of AI products and services, 
co-regulation could be explored. As outlined by Clarke (75), in a co-regulation approach regulators outlined a 
regulatory framework based on required compliance to the legislative act(s). The details of how this is applied 
in practice are jointly developed by regulators and a representative sample of developers (75). Similarly, when 
considering regulation from a service mindset, a co-regulatory approach, when appropriate and with any 
potential conflicts of interest properly managed, is about generating buy-in from developers by engaging them 
in the design and implementation of the regulatory process. The approach involves designing a regulatory 
process that reflects and acknowledges the needs of developers and not just those of the regulatory body and 
associated groups. Ultimately, however, regulators must remain fully independent of developers in order to 
make decisions that put the  safety of the public first, as well as ensuring that public and private health-care 
resources are used only for technologies that meet independently developed standards of quality, safety and 
efficacy.
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6. RECOMMENDATIONS FOR THE WAY FORWARD

Based on its work, the WG-RC recommends that stakeholders examine the key 18 considerations discussed in 
Section 5 above and summarized in Table 5 below as they continue to develop frameworks and best practices 
for the use of AI in health care and therapeutic development. 

TABLE	5. Key recommendations for regulatory considerations on AI for health based on each of the six topic 
areas

1. Documentation and transparency recommendations

1.1   Consider pre-specifying and documenting the intended medical purpose and development process, 
such as the selection and use of datasets, reference standards, parameters, metrics, deviations from 
original plans, and updates/changes during the phases of development. These should be considered in 
a manner that allows for the tracing of the development steps, as appropriate.

1.2   Consider a risk-based approach also for the level of documentation and record-keeping utilized for the 
development and validation of AI systems.

2.	Risk	management	and	AI	systems	development	lifecycle	approach	recommendations

2.1   Consider a total product lifecycle approach throughout all phases in the life of a medical device: pre-
market development management, post-market management/surveillance, and change management. 

2.2   Consider a risk management approach that addresses risks associated with AI systems, such as 
cybersecurity threats and vulnerabilities, underfitting, algorithmic bias etc.

3. Intended use, and analytical and clinical validation recommendations

3.1   Consider providing transparent documentation of the intended use of the AI system. Details of the training 
dataset composition underpinning an AI system – including size, setting and population, input and output 
data and demographic composition – should be transparently documented and provided to users. 

3.2   Consider demonstrating performance beyond the training dataset through external, analytical 
validation in an independent dataset. This external validation dataset should be representative 
of the population and setting in which the AI system is intended to be deployed and transparent 
documentation of the external validation dataset and performance metrics should be provided. 
This external validation dataset should be appropriately independent of the dataset used for the 
development of the AI model during training and testing.

3.3   Consider a graded set of requirements for clinical validation based on risk. Randomized clinical trials 
are the gold standard for the evaluation of comparative clinical performance and could be appropriate 
for the highest risk tools or where the highest standard of evidence is required. In other situations, 
consider prospective validation in a real-world deployment and implementation trial which includes a 
relevant comparator using accepted relevant groups.

3.4   Consider a period of more intense post-deployment monitoring through post-market management and 
market surveillance for high-risk AI systems.
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TABLE	5. Key recommendations for regulatory considerations on AI for health based on each of the six topic 
areas, cont.

4. Data quality recommendations

4.1   Consider whether available data are of sufficient quality to support the development of the AI system 
that can achieve the intended purpose. 

4.2   Consider deploying rigorous pre-release evaluations for AI systems to ensure that they will not amplify 
any of relevant issues, such as biases and errors.

4.3   Consider careful design or prompt troubleshooting to help early identification of data quality issues, 
which could potentially prevent or mitigate possible resulting harm.

4.4   Consider mitigating data quality issues that arise in health-care data and the associated risks.

4.5   Consider working with other stakeholders to create data ecosystems that can facilitate the sharing of 
good-quality data sources.

5. Privacy and data protection recommendations

5.1   Consider privacy and data protection during the design and deployment of AI systems.

5.2   Consider gaining a good understanding of applicable data protection regulations and privacy laws early 
in the development process and ensure that the development process meets or exceeds such legal 
requirements.

5.3   Consider implementing a compliance programme that addresses risks and develop privacy and 
cybersecurity practices and priorities that take into account potential harm and the enforcement 
environment.

6. Engagement and collaboration recommendations

6.1   Consider the development of accessible and informative platforms that facilitate engagement and 
collaboration, where applicable and appropriate, among key stakeholders of the AI innovation and 
deployment roadmap. and collaboration

6.2   Consider streamlining the oversight process for AI regulation through engagement and collaboration in 
order potentially to accelerate practice-changing advances in AI.
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7. CONCLUSION

WHO recognizes the potential of AI in enhancing health outcomes by improving clinical trials, medical diagnosis, 
treatment, self-management of care and person-centred care, as well as creating more evidence-based 
knowledge, skills and competence for professionals to support health care. Furthermore, with the increasing 
availability of health-care data and the rapid progress of analytics techniques, AI has the potential to transform 
the health sector to meet a variety of stakeholders’ needs in health care and therapeutic development. For this 
reason, WHO and ITU are collaborating through the Focus Group on AI for Health (FG-AI4H) to facilitate the safe 
and appropriate development and use of AI systems in health care. The FG-AI4H’s Working Group on Regulatory 
Considerations (WG-RC) on AI for Health consists of members representing multiple stakeholders – including 
regulatory bodies, policy-makers, academia and industry – who explored regulatory and health technology 
assessment considerations and emerging “good practices” for the development and use of AI in health care 
and therapeutic development. This publication, which is based on the work of the WG-RC, is an overview of 
regulatory considerations on AI for health that covers the following six general topic areas: Documentation 
and transparency, Risk management and the AI Systems Development Lifecycle Approach, Intended use and 
analytical and clinical validation, Data quality, Privacy and data protection, and Engagement and collaboration. 
This overview is not intended as guidance, regulation or policy. Rather, it is a list of key regulatory considerations 
and is a resource that can be considered by all relevant stakeholders in medical devices ecosystems, including 
developers who are exploring and developing AI systems, regulators who might be in the process of identifying 
approaches to manage and facilitate AI systems, manufacturers who design and develop AI-embedded medical 
devices, health practitioners who deploy and use such medical devices and AI systems, and those working in 
this area. The WG-RC recommends that stakeholders examine these key considerations and other potential 
ones as they continue to develop frameworks and best practices for the use of AI in health care and therapeutic 
development in relationship to the 6 topic areas. 

The WG-RC recognizes that AI has been instrumental in rapidly advancing research in health care and 
therapeutic development. However, it also recognizes the evolving complexity of the AI landscape and the 
need for international collaboration to facilitate the safe and appropriate development and use of AI systems. 
Accordingly, international collaboration on AI regulations and standards is important for three reasons. 
First, sharing knowledge and best practices of evolving regulatory considerations could increase the speed 
of developing this regulatory landscape and reduce the gap between advancing technology and regulation. 
Second, international collaboration improves consistency in regulations, which is important as many tools are 
likely eventually to cross borders. Consistency of regulatory considerations for AI systems and technologies 
could improve standards and enable more rapid deployment. Third, international collaboration supports 
countries with less regulatory capacity by ensuring that these countries can also use tools with high standards, 
reducing the potential for disparity in the introduction of these tools. Eventually, the WG-RC understands that 
the AI landscape is rapidly evolving and that the considerations in this deliverable may need to be expanded as 
the technology and its uses develop. The working group recommends that stakeholders, including regulators 
and developers and manufacturers, continue to engage and that the community at large works towards shared 
understanding and mutual learning. In addition, established national and international groups, such as the 
IMDRF, GHWP, AMDF and ICMRA, should continue to work on AI topics for potential regulatory convergence and 
harmonization.
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ANNEX. DEFINITIONS, FUNDAMENTAL CONCEPTS 
AND DECLARATIONS OF INTEREST

•	 Definitions	and	concepts
The FG-AI4H is proposing a new deliverable titled: “FG-AI4H terms and definitions” which aims to establish 
a new deliverable for the FG-AI4H with a glossary with agreed terminology in AI for health. The objectives of 
the new deliverable are the consistent use of terms across various deliverables, including WG-RC, and the 
promotion of harmonized use of important AI for health terms across the different disciplines involved in this 
cross-disciplinary field. However, this section applies to terms and concepts as they are used for the purpose 
of this document as part of the WG-RC. For more general terms across the FG, please refer to the FG-AI4H terms 
and definitions deliverable.

1.	 Artificial	Intelligence	

AI is a branch of computer science, statistics and engineering that uses algorithms or models to perform tasks 
and exhibit behaviours such as learning, making decisions and making predictions. The subset of AI known as 
ML allows computer algorithms to learn through data, without being explicitly programmed to perform a task 
(1).

2. Trustworthiness 

Trustworthy AI in the context of this document refers to AI systems and technologies that meet the stakeholder’s 
expectation in terms of bias, explainability, provenance and other desirable characteristics. Therefore, 
stakeholders involved in the development, deployment or operation of such AI-based systems should be held 
accountable for their proper functioning.

3. Transparency

The term “transparency”, in the context of this document, refers to issues such as sharing and making available 
to the appropriate entities the relevant plans, decisions and associated reasoning and the data/datasets 
utilized in the conception, development and ongoing deployment and monitoring of AI systems. Transparency 
is multifaceted and may include public dissemination by publications in peer-reviewed journals, and publishing 
and documenting pre-specifications for development processes, including clinical trials etc. Considerations 
should be given to factors such as data privacy and intellectual property, among others.

4. Documentation

For the purpose of this document, the term “documentation” refers to processes and methods used to document, 
retain and pre-specify critical development ideas, including the initial conception, validation, deployment and 
post-deployment plans – as well as relevant key decisions, choices and supporting rationale (e.g. selection of 
data/datasets) – used in the development of AI systems for health and therapeutic development throughout 
the total life cycle (e.g. from conception to post-deployment). Methods and approaches for risk and error 
management, reporting and detection of bias are all key areas for documentation. Documentation can also 
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help facilitate the understanding of the algorithm decision-making process (explainability). Documentation 
should allow for the tracing and audits of the development process and the steps taken in the development and 
validation of the AI system if needed and appropriate. This includes ensuring that changes and deviations from 
pre-specified approaches and protocols are tracked, recorded and justified. Although effective documentation 
is only one element that supports transparency, it is a key regulatory principle.

5. Privacy

Privacy is a broad and multidimensional concept. It is a universally accepted fundamental human right.14 In 
nearly every nation, numerous statutes, constitutional rights and judicial decisions seek to protect privacy. 
The concept of privacy includes the control over personal information, often referred to as data or information 
privacy. Data privacy is focused on the use and governance of personal data, including implementing policies 
to ensure that consumers’ personal information is being collected, shared and used in appropriate ways (2). 
Privacy risks include reidentification and the release of unwanted inferences about a data subject (e.g. whether 
they have a certain disease (3).

6. Data integrity

Data integrity can be defined as “the completeness, consistency, and accuracy of data”(4).

7. Data protection 

Data protection is a more technical issue under the broader umbrella of privacy which includes more domains 
beyond the protection of an individual’s personal data. However, for the context of this document, data 
protection includes the requirements and methods used to store and organize data in a physically secured 
manner to prevent unauthorized access and use. Data protection, although also a legal issue, is focused on 
securing data against malicious attacks and preventing the potential exploitation of stolen data for profit. While 
security is necessary for protecting data, it may not be sufficient for addressing privacy (2).

8. Health data

Health data is personal data relating to a person’s physical or mental health, and includes the provision of 
health-care services and information regarding a person’s health status (5). Health data are often considered to 
be a special category of personal data, or “sensitive” personal data, because of the nature and influence such 
data has on human lives and the impact on their fundamental rights and freedoms.

9.	 Sources	of	health	data

Sources of health data include data acquired from digital health and medical technologies (6), such as: 
wearable devices, digital health (or electronic health) applications, and medical devices and sensors; electronic 
health records and administrative hospital data; data from aggregated clinical trials; bioimaging and genomic 
data from the sequencing of human biological materials; health-related geospatial and contact-tracing data; 
insurance claims; and data from social media, smartphones and other electronic devices. The health data, or 
special personal data, derived from these sources, including heart rate, blood glucose, genetic predispositions, 
fitness levels, age, weight and so on, may be subject to data protection and privacy laws. Although these laws 
may vary from country to country, they will inform how the data are processed and for what purpose.

14   According to the United Nations Universal Declaration of Human Rights of 1948, “No one shall be subjected to arbitrary interference with 
his privacy, family, home or correspondence, nor to attacks upon his honour and reputation.”



Regulatory considerations on artificial intelligence for health 

60

10.	 Software	as	a	medical	device	(SaMD)

SaMD is defined by the IMDRF as “software intended to be used for one or more medical purposes that perform 
these purposes without being part of a hardware medical device”(7). 

11. AI system

The IMDRF (1) defines an AI system as a software that is developed with one or more of the techniques and 
approaches listed below* and can, for a given set of human-defined objectives, generate outputs such as 
content, predictions, recommendations or decisions that influence the environments they interact with.

*AI techniques and approaches: 
(a) machine learning approaches, including supervised, unsupervised and reinforcement learning, using a 

wide variety of methods, including deep learning; 
(b) logic- and knowledge-based approaches, including knowledge representation, inductive (logic) 

programming, knowledge bases, inference and deductive engines, (symbolic) reasoning and expert 
systems; 

(c) statistical approaches, Bayesian estimation, search and optimization methods.

12. AI technology

In the context of this publication, the term “AI technology” refers to any AI technology (e.g. machine learning, 
deep learning, natural language processing, computer vision etc.) that is used to develop an AI system.

•	 Assessment	and	management	of	declarations	of	interest
All external experts submitted to WHO a declaration of interest disclosing potential conflicts of interest that 
might affect, or might reasonably be perceived to affect, their objectivity and independence in relation to the 
subject matter of the first meeting. WHO reviewed each of the declarations and found that four external experts 
declared interests in the topic under consideration; consequently WHO concluded to exclude those experts 
from contributing to the discussions on these subjects at the meetings and from contributing to the guidance. 
All remaining external experts were invited to participate in the discussions and contribute to the guidance. All 
experts participated in their individual capacities and not as representatives of their countries, governments or 
organizations. Therefore, the regulatory considerations in this guidance are not inclusive and regulatory bodies 
may have additional or different approaches.
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