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▪ Utilities are functions from outcomes (states of the world) to real numbers that 
describe an agent’s preferences

▪ Where do utilities come from?
▪ In a game, may be simple (+1/-1)

▪ Utilities summarize the agent’s goals

▪ Theorem: any “rational” preferences can be summarized as a utility function

▪ We hard-wire utilities and let behaviors emerge
▪ Why don’t we let agents pick utilities?

▪ Why don’t we prescribe behaviors?

Utilities



Utilities: Uncertain Outcomes

Getting ice cream

Get Single Get Double

Oops Whew!



▪ Why should we average utilities?  Why not minimax?

▪ Principle of maximum expected utility:
▪ A rational agent should choose the action that maximizes its expected utility, given its knowledge

▪ Questions:
▪ Where do utilities come from?

▪ How do we know such utilities even exist?

▪ How do we know that averaging even makes sense?

▪ What if our behavior (preferences) can’t be described by utilities?

Maximum Expected Utility



▪ For worst-case minimax reasoning, terminal function scale doesn’t matter

▪ We just want better states to have higher evaluations (get the ordering right)

▪ We call this insensitivity to monotonic transformations

▪ For average-case expectimax reasoning, we need magnitudes to be meaningful

What Utilities to Use?
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▪ An agent must have preferences among:

▪ Prizes: 𝐴, 𝐵, etc.

▪ Lotteries: situations with uncertain prizes

▪ Notation:
▪ Preference: 𝐴 ≻ 𝐵

▪ Indifference: 𝐴 ∼ 𝐵

Preferences

𝐴 𝐵

𝑝 1 − 𝑝

A LotteryA Prize

𝐴

𝐿 = [𝑝, 𝐴; 1 − 𝑝 , 𝐵]



Rationality



▪ We want some constraints on preferences before we call them rational, such as:

▪ For example: an agent with intransitive preferences can
be induced to give away all of its money:

▪ If 𝐵 ≻ 𝐶: then an agent with 𝐶 would pay (say) 1 cent to get 𝐵

▪ If 𝐴 ≻ 𝐵: then an agent with 𝐵 would pay (say) 1 cent to get 𝐴

▪ If 𝐶 ≻ 𝐴: then an agent with 𝐴 would pay (say) 1 cent to get 𝐶

Rational Preferences

Axiom of Transitivity: (𝐴 ≻ 𝐵) ∧ (𝐵 ≻ 𝐶) ⇒ (𝐴 ≻ 𝐶)



The Axioms of Rationality

Theorem: Rational preferences imply behavior describable as maximization of expected utility

Orderability
𝐴 ≻ 𝐵 ∨ 𝐵 ≻ 𝐴 ∨ 𝐴 ∼ 𝐵

Transitivity
𝐴 ≻ 𝐵 ∧ 𝐵 ≻ 𝐶 ⇒ 𝐴 ≻ 𝐶

Continuity
𝐴 ≻ 𝐵 ≻ 𝐶 ⇒ ∃𝑝 𝑝, 𝐴; 1 − 𝑝, 𝐶 ∼ 𝐵

Substitutability
 𝐴 ∼ 𝐵 ⇒ 𝑝, 𝐴; 1 − 𝑝, 𝐶 ∼ [𝑝, 𝐵; 1 − 𝑝, 𝐶]

Monotonicity
 𝐴 ≻ 𝐵 ⇒
(𝑝 ≥ 𝑞 ⇔ 𝑝, 𝐴; 1 − 𝑝, 𝐵 ≽ [𝑞, 𝐴; 1 − 𝑞, 𝐵]



▪ Theorem [Ramsey, 1931; von Neumann & Morgenstern, 1944]

▪ Given any preferences satisfying these constraints, there exists a real-valued
function U such that:

▪ I.e. values assigned by U preserve preferences of both prizes and lotteries!

▪ Maximum expected utility (MEU) principle:

▪ Choose the action that maximizes expected utility

▪ Note: an agent can be entirely rational (consistent with MEU) without ever representing or 
manipulating utilities and probabilities

▪ E.g., a lookup table for perfect tic-tac-toe, a reflex vacuum cleaner

MEU Principle

𝑈 𝐴 ≥ 𝑈 𝐵 ⇔ 𝐴 ≽ 𝐵

𝑈 𝑝1, 𝑆1; … ; 𝑝𝑛, 𝑆𝑛 = σ𝑖 𝑝𝑖𝑈(𝑆𝑖)
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