
On the ethics of algorithmic decision-making 
in healthcare

Sune Holm, Associate Professor
University of Copenhagen







Algorithmic 
decision-

making

An entity that needs to make some decision - a 
decision-maker - defers to the output of an 
automated system.







IDx-DR

• A doctor uploads the digital images of the patient’s retinas to a cloud server on which IDx-
DR software is installed. 

• If the images are of sufficient quality, the software provides the doctor with one of two
results: 

(1) “more than mild diabetic retinopathy detected: refer to an eye care professional” or 
(2) “negative for more than mild diabetic retinopathy; rescreen in 12 months.”
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“the enhancement of clinicians and healthcare institutions by means of machine 
learning is less straightforward than it might appear. As we aim to demonstrate, 
the deployment of machine learning algorithms in medicine goes hand in hand 
with trade-offs on the epistemic and the normative level.“



• Fairness 
• Data
• Explainability
• Responsibility



Different performance 
measures

Performance measures:

True positive rate/sensitivity

True negative rate/specificity

Positive predictive value/precision

Negative predictive value

Accuracy



Different fairness notions

Equality across relevant groups in:

• True positive rate/sensitivity

• True negative rate/specificity

• Positive predictive value/precision

• Negative predictive value

• Accuracy





Algorithmic performance can be biased in the 
sense that it differs significantly for different 
salient groups

Such bias may be unfair, when it results in 
unjustified differences in access to benefits and 
avoidance of harms



• Why does algorithmic bias arise?





http://gendershades.org/



• 2,436 out of 106,950 images within 21 
databases had skin type recorded. 

• Of these, only 10 images were from 
people recorded as having brown skin and 
one was from an individual recorded as 
having dark brown or black skin.

• No images were from individuals with an 
African, African-Caribbean or South Asian 
background.

• Coupled with the geographical origins of 
datasets, there was massive under-
representation of skin lesion images from 
darker-skinned populations.”



• At a given risk score, Black patients are 
considerably sicker than White patients, as 
evidenced by signs of uncontrolled illnesses.

• The bias arises because the algorithm predicts 
health care costs rather than illness

• Choice of convenient, seemingly effective 
proxies for ground truth can be an important 
source of algorithmic bias.

• Remedying this disparity would increase the 
percentage of Black patients receiving 
additional help from 17.7 to 46.5%. 



Black-Box Concerns

It is impossible for humans to comprehend the 
mechanism by which some types of algorithms 
produce their output from an input.

The algorithmic decision-maker can’t explain 
decisions about individuals.

This threatens the possibility of holding 
algorithmic decision-makers accountable.



Black-Box Concerns

Lipton (2017, 1) on the call for making interpretable 
models:

“We can train a model, and it can even give us the 
right answer. But we can’t just tell the doctor “my 
neural network says this patient has cancer!” 

The doctor just won’t accept that! 
They want to know why the neural network says 
what it says. They want an explanation. They need 
interpretable models.” 













Some Key Questions

• What is the model supposed to predict and why?
• What type of model has been used?
• What training and test data were used?
• What performance measures have been used to assess the model?
• How is fairness understood? 
• Has the system been clinically validated?





Proceduralism and legitimacy

• According to Proceduralism a decision is legitimate if it is produced by an appropriate 
procedure (Monaghan, 2022, p. 110).

• This allows Proceduralism to recognize that incorrect decisions can be legitimate. 
• For example, proceduralists may argue that even an incorrect guilty verdict is 

legitimate and therefore should be accepted because of features of the criminal 
procedure that produced it. 



Transmission thesis
At the heart of Proceduralism we find 
the Transmission Thesis: 
• Transmission Thesis A procedure P 

with properties Q will transmit 
normative property N to its output O. 
(Monaghan, 2022, p. 114). 



The question I ask is this: 

Under what conditions, if any, are decisions based on the output of 
an algorithm legitimate? 
To decide on this question, I distinguish between instrumental and 
non-instrumental Q properties. 

Instrumental: Accuracy & fairness
Non-instrumental: Explainability


