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Introduction

Whoever has been engaged in academic research, at least in the last decade, is
well aware that participating in European calls is often a tall order. A good re-
search idea and a solid scientific network are both essential, and it is at times
arduous to fulfill the calls’ specific requirements, because they often overstep
the boundaries of individual disciplines.

Those are worthy moments that, besides being useful exercises, also allow a
genuine discussion among scientific areas that usually do not overlap. The results
of interdisciplinary transactions can be thrilling and their energy, once properly
channeled and focused, can generate think tanks on the specific subject.

This is the story of our last year. This book is the witness and the result
of a path that begun with our application to the Cost Action 2018 and, most
importantly, with the creation of a network in order to apply to the ETN Ma-
rie-Curie 2019 call.

The first step along this route was the “Data Driven Decision Making”
workshop that took place in Pavia' in October 2018. The aim of the workshop
was to explore the different aspects of data-driven decision-making in the
field of assistive robotics and its interaction with legal regulations. The ap-
plication of robotics, autonomous systems, and Al to medicine may improve
the process of diagnosis, care, and even rehabilitation. These new complex
technologies produce a huge amount of data that requires new statistical ap-
proaches such as Big Data Mining and Analysis. The workshop addressed
these issues from a highly interdisciplinary perspective.

Areas of application in medicine include Telemedicine (which allows the
presence of immediate assistance to patients with chronic diseases living in
remote places far from hospitals), Sensor technology (e.g. the electronic nose
device that has received attention due to the applications in research and ap-
plied sciences), Surgical Assistants (i.e. remote-controlled robots that sup-

! The workshop wouldn’t have place without the contribution of INROAJ, University of Pavia.



Introduction

port surgeons in performing operations), Rehabilitation Robots (i.e. robots
designed with the aim to improve motor functions including coordination,
postural control, and mobility in the environment, also using virtual reality
systems). All these systems imply the collection of a sizable quantity of data.
Such big data accumulations can be then explored through algorithms that in
turn produce evidence for further decisions: i.e. data-driven decision making.

The aim of the Workshop was to establish the scientific common ground
of the network and to gather adhesions to the research group in order to get
prepared for the Marie-Curie call. The workday was so stimulating that an
idea began to take shape in our minds: the contributions to the debate did not
have to remain restricted to that particular moment, they had to become the
body of an autonomous publication.

This is how this volume was born, which collects the ideas of Gabriel-
la Bottini, Stefania Basilico, Valeria Peviani, Frederike Seitz, Tamar Sharon,
Paul Vogel, Nicolas Woltmann, Riccardo Bellazzi, Francesca Bellazzi, Fran-
cesca Lagioia e Giuseppe Contissa.

The result is, in our opinion (and within the limits of proceedings of a
workshop), very significant for three reasons:

1. Firstly, because it forced us to find a shared vocabulary among re-
searchers whose backgrounds are very distant. This is very useful,
when a subject (such as data-driven decision making) raises issues that
can best be addressed only through an interdisciplinary dialogue.

2. Secondly, the high level of the contributions considered per se and as
a whole.

3. The third point of strength of this work is precisely the network that
has been created: researchers from several European countries were
able to work together, regardless of their nationality and level of aca-
demic experience.

All this work would not have been possible without the contribution of
several people that we want to thank: Sofia Baggini, Andrea Carini and all
the staff of the Research Office (Universita degli Studi di Pavia), Prof. Andrea
Belvedere, Rector of Collegio Ghislieri, the Director of the Department of law
(Prof. Ettore Dezza) who hosted the meeting and the Presidents of the Center
CHT (Prof. Riccardo Bellazzi) and ECLT (Prof.sa Silvia Garagna) who con-
tinuously supported the initiative.

Pavia, December 2019 Amedeo Santosuosso — Giulia Pinotti



Science and Law in Big Data era:
decisions, dilemmas and opportunities

Amedeo Santosuosso, Giulia Pinotti

1. Why to focus on data-driven decision making

Some elements of the present technological landscape are clear and largely
described.

We are in the era of 4™ industrial revolution, whose main characteristics
are connectivity, distributed intelligence, industrialization of every process.
Investments are mostly on cloud/digital infrastructure, with large capacity
data centers and high-speed data communication. Different facets of such
a reality are a) the Internet of everything, which includes the (let’s say “old”)
Internet of things, i.e. the fast connection through cloud (and 5G in the next
future) of services, industrial activity, hospitals and all aspects of smart cities,
and the Internet of people, when the entities connected are humans; b) the
huge quantity of data all these connections produce; ¢) Big Data analytics
as a means for governing all this data and exploit them through the use of
machine learning technologies, i.e. Artificial intelligence and data science.

Of course, the fact that all these facets are part of a unique interconnected
environment does not mean they are a unique thing. They can be explored
and studied in different ways and the result will largely depend on the re-
search focus, e.g. if the connectivity or Artificial intelligence or social appli-
cations and so on. In our research' we have decided to focus on data-driven
decision-making, i.e. how all these technological developments affect the way
we take decisions either in scientific research or in the social, ethical and legal
domains. It seemed to us that exploring decision-making would allow one of
the best interdisciplinary theoretical experience.

In this paper we firstly outline the state of the art on big data and its op-
portunities in European documents, deserving some attention to the discus-

! For the scientific environment of this research at the ECLT and CHT of the University of
Pavia, see Introduction.
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sion about the kind of regulation to be introduced for new technologies. In
the following paragraph, we describe some lines of research the data-driven
revolution opens both in the scientific field of neuroscience (from the bench
to health policies) and in law, as an autonomous field of big data research. A
final conclusion stresses the opportunities and importance of an interdisci-
plinary approach.

2. The current debate on Al big data and regulations

Current times witness an unprecedented generation of amounts of data of
different nature, also called Big Data. This ranges from an ever-increasing
amount of data from social media and Internet and mobile applications, to
the growing digitization of all human activities (books, legal archives and
medical records), to multimodal sensors data collected by robots and dig-
ital assistants. Big Data have pushed technologies towards new paradigms
for their collection, storage and analysis. In particular, big data analytics
uses machine learning methods and tools extensively, which makes possi-
ble to examine large amounts of data, to uncover hidden patterns, to find
correlations and to infer other insights. Big data analytics is also useful to
design new automated and autonomous data-driven reasoning and deci-
sion systems.

An interesting picture of the field can be found in some documents and
reports by European Union institutions and public-private actors about the
so called “big data revolution”

First of all, the European Parliament, in its Towards a thriving data-driv-
en economy, stresses that in European countries and EU institutions it is
a shared opinion that Big Data “has the potential to boost economic pro-
ductivity and improve consumer and government services; [...] may bring
more business opportunities and increased availability of knowledge and
capital, as long as governments and stakeholders work together in a con-
structive manner”.?

In addition, the EU Commission delivered in 2017 a communication

> European Parliament, Towards a thriving data-driven economy, https://www.eesc.europa.
eu/en/our-work/opinions-information-reports/opinions/towards-thriving-data-driven-econ-
omy). See also the Big Data Europe project, and the activity of the Consortium of European
Social Science Data Archives CESSDA https://www.cessda.eu.
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Building a European Data Economy® where the importance of the huge
amount of collected data is clearly underlined: “as the data-driven trans-
formation reaches into the economy and society, ever-increasing amounts
of data are generated by machines or processes based on emerging tech-
nologies, such as the Internet of Things (IoT), the factories of the future
and autonomous connected systems. [...] The enormous diversity of data
sources and types, and the rich opportunities for applying insights into this
data in a variety of domains, including for public policy development, are
only beginning to emerge. To benefit from these opportunities, both public
and private players in the data market need to have access to large and di-
verse datasets™*

Also, private actors and industries are aware of the importance of Big data
tools: “the increased volume, velocity, variety, and social and economic value
of data signal a paradigm shift towards a data-driven socio-economic model.
The significance of data will only grow in importance beyond 2020 as it is
used to make critical decisions in our everyday lives”>

Of course this considerations have also undeniable consequences on the
legislative activity: among the current legislative priorities and commitments
to implement a connected Digital Single Market, the European Commission
is working, closely with Member States and the independent Data Protection
Supervisory Authorities, on the full application of the General Data Protec-
tion Regulation (GDPR), whose implementation is essential to ‘safeguard in-
dividuals’ fundamental right to the protection of personal data in the digital
age.

The European Parliament in its Towards a thriving data-driven economy
“stresses that the processing of certain kinds of data, in particular personal
data, falls under the scope of EU data protection law; urges, in this connection,
the swift adoption of the Data Protection Package; [...] Believes that more
effort is needed with regard to the anonymization and pseudo-anonymiza-
tion of data as a precondition for creative data innovation and a major step
in lowering market entry barriers for start-ups and SMEs; believes that up-
take technologies, including text and data mining, will be an important factor

> https://eur-lex.europa.eu/content/news/building EU_data_economy.html.

*  See also the European Commission Project CORDIS- Data-driven decision making for a
more efficient society. https://cordis.europa.eu/project/rcn/204374_en.html.

> Big Data Value Association, European Big Data Value Strategic Research and Inno-
vation Agenda, Introduction, available at https://businessdocbox.com/Business_Soft-
ware/71308945-European-big-data-value-strategic-research-and-innovation-agenda.html.
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in deriving added value from open datasets; points out, however, that a clear
distinction must be made between the processing of personal data and other
kinds of data, and that technological solutions that are privacy-enhancing by
design must be devised; [...] Stresses that all the principles laid down in EU
data protection law, such as fairness and lawfulness, purpose limitation, the
legal basis for processing, consent, proportionality, accuracy and limited data
retention periods, must be respected by Big Data providers when processing
personal data; recalls, in this context, the opinion of the European Data Pro-
tection Supervisor on privacy and competitiveness in the age of Big Data”*

2.1. Some remarks on the EU regulation and its potentially universal
application

The technological global scenario is unquestionably dominated, in terms
of investments and political power, by the USA and China. In a situation like
this some interesting interstitial phenomena are emerging.

European legal and ethical regulations are one of them. It is worth not-
ing that in the general present claim for regulating in some way Artificial
intelligence and its application the European GDPR is considered a possible
model for universal application and there is who (no matter how much this
man is in conflict of interest)” proposes to apply the GDPR to the United
States, something that only few years ago was unimaginable. In addition,
a recent document Guidelines For Trustworthy Ai the ETHICS High-Lev-
el Expert Group on Artificial Intelligence, appointed by the EU Commis-
sion, has suggested some ethical rules, which start from a not usual and
interesting assumption: ethical AI should be lawful according to EU legis-
lation, which includes the Treaties of the European Union and its Charter
of Fundamental Rights, the General Data Protection Regulation, the Reg-

¢ European Parliament, Towards a thriving data-driven economy, cit.

Mark Zuckerberg, The Internet needs new rules. Let’s start in these four areas. The Wash-
ington Post, 2019 March 30. Other interesting interventions on the discussion about regula-
tion are Reed C. 2018 How should we regulate artificial intelligence? Phil. Trans. R. Soc. A
376: 20170360. http://dx.doi.org/10.1098/rsta.2017.0360; Wendell Wallach; Gary Marchant,
Toward the Agile and Comprehensive International Governance of Al and Robotics [point of
view], Proceedings of the IEEE (Volume: 107, Issue: 3, March 2019 ); Yochai Benkler. Don't let
industry write the rules for AI; NATURE 01 MAY 2019, Nature 569, 161 (2019) doi: 10.1038/
d41586-019-01413-1 (Yochai Benkler is a law professor and co-directs the Berkman Klein
Center for Internet & Society at Harvard University in Cambridge, Massachusetts).

7
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ulation on the Free Flow of Non-Personal Data and more, the European
Convention on Human Rights and more. Well, all this legal traditionally
considered overregulating stuff seems to have turned into the object of the
(US and global) desire.

The second example is given by the UNESCO recently delivered docu-
ment about the proposed Recommendation on rules to be applied to AI®
UNESCO claims the uniqueness of its perspective “thanks to its universal-
ity in membership and drawing on its multidisciplinary expertise”. And re-
ally the document develops some considerations about cultural minorities,
multilingualism as a way of preserving cultural diversities, the effect of Al
on arts and more. At the end the drafters conclude “It is not only desirable
but urgent that measures be taken to set up a non-binding global instru-
ment in a form of a recommendation. A recommendation - considering
its non-binding character and its focus on the principles and norms for
the international regulation of any particular question — would be a more
flexible method and better suited to the complexity of the ethical questions
raised by AT™.

What seems to us worth noting is that the level of complexity of the pres-
ent technological turn is so high to leave room, beside the unquestionable
superpower of US and China, to other entities and initiatives that can con-
tribute to a real debate about the future of the humanity.

3. Lines of research

Data-driven decision-making as a field of research both in science-tech and
in the social (and thus ethical and legal) domains has just been opened and,
despite the vast concern, is still largely unexplored in depth.

8 UNESCO World Commission on the Ethics of Scientific Knowledge and Technology
(COMEST), Preliminary Study On The Technical And Legal Aspects Relating To The De-
sirability Of A Standard-Setting Instrument On The Ethics Of Artificial Intelligence, Paris
21 March 2019, available at https://unesdoc.unesco.org/ark:/48223/pf00003674222posIn-
Set=1&queryld=3cbc48e0-b3bd-488e-879b-84c382cd577d. [one of the authors of this paper,
A. Santosuosso is a COMEST member].

?  UNESCO World Commission on the Ethics of Scientific Knowledge and Technology
(COMEST), Preliminary Study On The Technical And Legal Aspects Relating To The De-
sirability Of A Standard-Setting Instrument On The Ethics Of Artificial Intelligence, Paris
21 March 2019, available at https://unesdoc.unesco.org/ark:/48223/pf00003674222posIn-
Set=1&queryld=3cbc48e0-b3bd-488e-879b-84c382cd577d.
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3.1. Data-driven decision-making and neuroscience (bench, clinical setting

and Public health)

A first line of research regards Big Data analytics and Data-driven deci-
sion-making and how they are changing decisional process in the field of
neuroscience, from the bench (scientific research), to clinical settings and ul-
timately to Public health policies. These changes require a new scientific and
professional conceptual frame and an integrated cross-disciplinary approach
to the training of the future generation of researchers and professionals in the
involved disciplines.

Neuroscience is a strategic scenario for scientific investigation relevant
to human well-being and for hands-on interdisciplinary training. Neurosci-
ence research is based on the interaction between data-driven and knowl-
edge-driven decision-making. It also raises relevant challenges in the ethical
and legal domains.

Neuroscience as a case study will allow early stage researchers to experi-
ence, first hands, the selection, use and integration of methodologies from
different disciplines, e.g. combining technical skills (e.g. machine learning
and data science methods) and neuroscience investigation techniques with
legal and ethical methods.

A research like this requires the cooperation of physicians, neuroscien-
tists, researchers, engineers, computer scientists, ethicists and jurists, who
should develop a strong interdisciplinary approach. A highly interdisciplin-
ary network of international experts is necessary in order to face timely and
properly the several scientific, technological, ethical and legal challenges. A
special attention should be reserved to the ability to make explainable to lay
people even complex decision-making systems (algorithms).

This line of research offers something traditional academic disciplinary
partitions are not able to give to young researchers and professionals. We are
in the need to create a new generation of scholars and professionals able to
work in a highly technological environment and interact with experts having
different backgrounds. On the other side this approach creates cross-sectorial
training opportunity between industry, academia and public bodies.

3.1.1. Decisional processes in the era of Data-driven decision making

Decisions are currently distributed along the scale from rule-based decision
making to statistical reasoning to machine learning and Al. As a matter of

14
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fact, data-driven decision-making and traditional knowledge-driven deci-
sion making (such as rule-based systems) coexist in different combinations
according to the fields of application, the situations and, largely, the availabil-
ity of data. However, this coexistence is not simply complementary, being the
two systems different in kind, assumptions and inspiration. Are new ethical
and legal paradigms necessary to tackle these challenges?

On the line from knowledge-based towards data-driven decision-making
some well-known problems incrementally arise:

i. Biases in dataset. Quality and characteristics of the dataset used: where
do data come from? How are they collected and selected?

ii. Biases in applied algorithms. Quality and characteristics of applied al-
gorithms. How do we deal with inherent human biases? Can or should
this mimicking process remove human bias? What are the dangers of
this process? How can a legal system safeguard the security and pri-
vacy of personal data needed to train such algorithms? Which is the
current legal framework? Is the General Data Protection Regulation
2016/17 an adequate tool?

ili. Explainability of AI produced results. The fact that these processes are
not always transparent and explainable raises new ethical and legal
(regulatory) challenges. This is true in many fields, such as in scientific
research, where at least a relevant part of success appears to be in the
hands of the researcher rather than relying on automatic processes, or
in medicine, where diagnostic and treatment decisions depend on the
accountability of the single medical practitioner or of a professional
team. And this is true even for law, where public (administrative and/
or legislative) decisions have to be explainable, and ethics, where tradi-
tionally any decision process derives from an interindividual confron-
tation aimed at solving ethical dilemmas.

3.1.2. Neuroscience as an ideal case study on decisional processes

The Human Brain Project (HBP) is a notable example where new technolo-
gies have been applied for both, research on new models of brain functioning
and clinics through the implementation of the so-called “Medical Informat-
ics Platform”. Moreover, clinical neuroscience now requires an ensemble of
high-technology tools and devices to support diagnosis (from brain images
to functional tests) and therapy (including tele-health and brain stimulation).

15



Amedeo Santosuosso, Giulia Pinotti

These technologies are generating “big data” that one may exploit to support
hypothesis generation and decision-making. Machines already take a large
range of decisions (from elementary programmed consequences of estab-
lished premises to more complex outcomes as a result of algorithms applied
to datasets), together with human decisions. Human choices, however, are
susceptible to the scenario of presentation and to emotional interference.

Robotics and Al-equipped devices can be profitably used to deal with neu-
rodegenerative diseases, implying the collection of huge quantity of data and
the exploration of such accumulation through algorithms which produce ev-
idence for further decisions (data-driven decision making). They are already
largely in use: Telemedicine (which allows for the possibility of immediate
assistance to patients living in remote places far from hospitals), Sensor tech-
nology (e.g. the electronic nose device that has received attention for research
and applied sciences), Diagnostic Assistants (software tools designed to sup-
port diagnostic decisions, relying on AI-methods and able to automatically
classify, for example, images), Surgical Assistants (remote-controlled robots
that assist surgeons in performing operations), Rehabilitation Robots (de-
signed to improve motor functions including coordination, postural control,
and mobility, also thanks to virtual reality systems), Research on the human
brain. These advanced technologies facilitate diagnosis and treatment of pa-
tients with complex diseases that show a progressive reduction of autonomy,
requiring progressively increasing assistance.

3.1.3. Research in neuroscience (the case of HBP)

Grounding on large data sets poses the problem of the access to them. Data
derive from different sources and need to be categorized and selected. Diffi-
culties of access, in fact, depend on the different styles of data collection and
also on the diverse human styles (several classifications, multiple scales and
tests).

Data access thus requires a systematic approach organized in large and
multilayered projects involving clinical, scientific, informatics, ethical and le-
gal components. A prototypical example of this is represented by the Human
Brain Project (HBP), which also includes the Medical Informatics Platform
(MIP). The MIP intends to act as a bridge between research in neuroscience
and clinics and patient care. It implements data from different sources with
the aim to provide the tools to improve our knowledge of the human brain
and to identify the signature of diseases.

16



Science and Law in Big Data era

This novel approach is deeply interdisciplinary and involves clinical,
applicative and research aspects. It requires continuous updating and also
a specific training of different professional figures. The application of new
technologies with the aim to find solutions to complex problems in complex
environments requires the acquisition of knowledge to provide a global vi-
sion of such complexity.

3.1.4. ... to clinics: the case of neurodegenerative diseases

Dementia affects over 47 million people in the world, and induces depen-
dency and disability with huge social and economic impact (World Health
Organization, 2016). There are different kinds of dementia, being Alzheimer’s
disease (AD) the most common. Vascular dementia (VaD) and dementia
with Lewy bodies (DLB) are also frequent. Frontotemporal lobar degener-
ation (FTLD) is frequent as well and has an early onset. The difficult dif-
ferential diagnosis among these conditions derives from the considerable
overlapping of symptoms, although some diversity in the cognitive profiles
also occurs. Furthermore, not only behavioral features, but also biomarkers
and neuroimaging findings have become relevant for diagnosis, making the
clinical process more and more complex. As a consequence, the definition
of guidelines is problematic. Diagnosis of these diseases is typically multidi-
mensional; furthermore, different approaches do not always converge on the
same conclusions on the pathogenesis and the treatment. Clinical decision
support systems (CDSS) could provide a systematic way for helping clini-
cians in this complex diagnostic process. CDSSs for differential diagnosis of
dementia were proposed since the 90s (Plugge et al., 1990, 1991). The case of
dementia represents a big challenge also for research as it is a complex disease
with no clear pathogenesis, no effective therapy and also involving relevant
problems from the epidemiological and social point of view. Due to the high
incidence of dementia, new approaches such as data mining and machine
learning (Neural Networks, Support Vector Machines, Random Forest) may
well contribute to our knowledge of different aspects of the relevant condi-
tions. These approaches are well suited to highlight hidden patterns in large
data sets. As a matter of fact, a large variety of technologies are now tested in
the area of home care and family/patient support, ranging from telemedicine
(Marceglia et al, 2018, Piau et al, 2018) to assistive/social robots (Gongo-
ra Alonso et al, 2018). These technologies have “on-board” AI systems with
some degree of autonomy that deals with many aspects of decision support,
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from monitoring to surveillance. The balance between knowledge-driven
and data-driven algorithms is a crucial aspect of the design and implementa-
tion of such systems.

3.1.5. ...and, finally, to Public Health

The health information systems must generate, analyze and disseminate data.
Due to a number of intervening variables, (depending for example on the his-
torical and economical scenario), this process is rarely systematic. This state
of things determines important shortcomings in health management, with
a general, diffuse inability to generate the data needed for a real progress in
ameliorating the public health service. Solutions might come from the cre-
ation of a Health Information Network, in the frame of a EU and/or global col-
laboration. The case of neurodegenerative diseases is paradigmatic. Planning
interventions is essential to: i) improve collective awareness; ii) improve diag-
nostic capabilities; ii) improve monitoring capabilities; iv) improve assistance.

At the Public health level, several issues need to be addressed: what are
the best strategies to collect data really relevant for decision-making, given
the introduction and implementation of new technologies? Which princi-
ples should guide the algorithm implementation to analyze the data and to
take the intervention decisions? What kind of modeling can be useful for this
purpose? Are simulation and agent-based modeling proper tools to support
decision making?

3.2. Rule-based and data-driven decision making: understanding the point

A further line of research is focused on how the use of big data analytics may
affect the inner nature of law: i.e. law-making and application.

Data-driven decision-making originally is a use of analytics in business
for the purpose of taking decisions based on verifiable data and achieving
productivity gains. Nowadays, data-driven decision-making has moved to-
wards all social activities and is becoming a general model. The effects are
sometimes positive and in other cases problematic.

All this calls for ethics and law as sources of regulation of these new tech-
nologies. However, ethics and law, while regulating bi